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Abstract

"The imagination of nature is far, far greater than the imagination of the man" 

(Richard Feynman)

More than two centuries ago a French inventor, Nicéphore Niépce, successfully took a first photographic image by a camera prototype built by himself. The first images captured by his devices faded away very fast when exposed to light used for viewing. In the next years, the photolithography process became better understood and first commercial analog cameras appeared. Analog cameras gradually became more affordable and ergonomic by miniaturizing mechanical parts and thanks to inventing photographic films. Besides still photography cameras, also video cameras able to capture motion pictures were invented.

Due to advancements in electronics and computerization, the first digital (video) cameras appeared in the late 1980s. Digital cameras use photoactive properties of silicon to transform incoming light into electron charges and then convert them into digital form. Further progress in electronic integration helped to encapsulate a whole digital sensor with all the critical electronic components within one chip, measuring only a few square-millimeters in dimension. Thanks to a small form factor, nowadays digital cameras can be found in any smartphone, laptop, and many other consumer electronics devices. Today, cameras find applications in many areas not only related to photography and cinematography - for instance they have become key components of machine vision systems. There is a great demand for high performance vision sensors for robotic and automotive applications. For example, fully autonomous driving sensory systems set very high-performance requirements for future vision sensors to operate within very wide range of scene illumination levels, to adapt to the environment outside the vehicle, and deliver a clear image even with direct sunlight within the scene. Also, their Signal to Noise Ratio (SNR) should be remarkably low to provide clear im-
ages at low light conditions, they should be highly sensitive to each photon hitting the sensor photosensitive array, and operate with very high speed to provide meaningful images while driving.

Currently, almost all commercially available video cameras are based on capturing a sequence of image-frames. Frame-based sensors have inherent limitations of bandwidth as they continuously sample the entire scene with a fixed rate. Likewise, their dynamic range is reduced because Automatic Gain Control (AGC) and exposure time is globally set equally for the entire pixel matrix. Frame-based video cameras generate redundant data because they always periodically transmit information from all the pixels regardless if the scene has changed or not.

The recently emerged new type of biologically inspired frame-less sensors can overcome limitations of their frame-based counterparts. Biologically inspired sensors are massively parallel, and data driven devices. Since they consist of many inter-connected specialized sub-blocks performing parallel tasks, these systems can process information very efficiently.

Bio-inspired sensors are a result of the Neuromorphic engineering development. Neuromorphic engineering is a concept describing the use integrated analog electronic circuits to mimic neuro-biological principles of operation present in the nervous system. Mimicking nature is motivated by the fact that biological systems easily outperform conventional artificial ones in terms of processing and power efficiency. For vision sensors, a specialized light-sensitive tissue located under eye, called retina, serves as an inspiration. The retina is greatly optimized to perform complex parallel pre-processing of the visual scene and to efficiently extract relevant information from it.

In this thesis, two topics related to bio-inspired sensors were studied. First, a spiking vision sensor detecting transients between three primary colors was designed to address a challenge of trichromatic transient color detection inspired by color processing found in mammalian retinas. The second part of the PhD research focused on the design of an event-driven sun sensor on the framework of a collaborative project for space application scenarios. Two different approaches of using spiking luminance sensors to implement a sun sensor were explored. Advantages of the developed systems are studied over the state-of-the-art solutions.
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Chapter 1

Introduction

The first model approximating behavior of the human retina was built with discrete components by Fukushima in the 1970s [1]. Eighteen years later Mahowald proposed the first integrated biologically inspired vision sensor capable of detecting spatial contrast within the visual scene by modeling operation of biological cells found in the retina [2]. Since then, various types of vision sensors taking inspiration from biology were proposed [3].

The structure of the retina is very complex, it consists of many specialized cells interconnected in three-dimensional structures. Many of the retinal internal processes are already well understood [4]. Probably the most prominent and best understood property of the retina is a spatio-temporal processing capable of extracting edges and shapes from the scene. Top layer of the retina consists of photoreceptors (cons and rods) transforming incoming light into an electrical signal, which is then converted into synaptic spike trains [5]. The output from the photoreceptors drives horizontal cells and bipolar cells in the layer beneath. Horizontal cells are laterally connected to each other to create a spatio-temporal low-pass filtering network able to average signals from neighboring photoreceptors. Bipolar cells flag bright and dark spatio-temporal contrast by comparing the local photoreceptor’s signals to averaged illumination from the horizontal mesh. Before being converted into spike trains, spatio-temporal information extracted by this process is further processed to extract most relevant properties out of the scene [3], such as:

- automatic change of local gain of the photoreceptor to adapt to absolute lighting conditions and extend retina’s dynamic range,
- low-pass filtering of spatio-temporal outputs to reject noise and reduce data
bandwidth,

- rejection of opposed responses of bright and dark bipolar cells flags to reduce spike-firing,

- amplification of temporal variations to magnify temporal changes in the scene.

Biologically inspired vision sensors can be categorized into three groups depending on which retinal property they mimic: spatio-temporal contrast sensors, Dynamic Vision Sensors (DVS), and spiking luminance sensors (also known as octopus retinas).

The first silicon retina proposed by Mahowald [2] was a faithful copy of spatial processing observed in the retina. The original topology is shown in Fig. 1.1.

![Figure 1.1: Original retina contrast detection pixel [2]. Spatial averaging of the neighboring pixels was achieved by a network of resistors. The averaged illumination value $V_{p_{neigh}}$ is compared to the local pixel illumination $V_{p_{i,j}}$. The differential amplifier amplifies the difference between the output from the photoreceptor and the local average and outputs flag to indicate difference between these values.](image)

Pixels detect light with a photodiode that transduces the photo-current into a voltage (equivalent to a photoreceptor in the retina). This voltage is then averaged
within a neighborhood by a diffusive resistive network interconnecting neighboring pixels. If the average illumination value in the neighborhood, \( V_{\text{pneighb}} \), differs from the pixel’s local illumination value, \( V_{\text{p,i,j}} \), the pixel will spike, indicating the detection of spatial contrast.

Dynamic Vision Sensors (DVS) are sensitive to temporal contrast - i.e. they respond to the scene dynamics such that they directly respond to changes in the scene. A first functional DVS sensor was proposed by Lichsteiner [6] in 2008. Pixel’s topology is depicted in Fig. 1.2. Input light is amplified in a logarithmic fashion in order to improve the photoreceptor’s dynamic range. After amplification, an output voltage \( v_i \) is fed into a differencing circuit that computes temporal derivative \( v_{\text{diff}} \). At the output, two comparators flag whenever transient variations exceed either positive or negative predefined thresholds.

\[
v_{\text{diff}} = \frac{-C_1}{C_2} (\frac{dv}{dt})
\]

![Diagram of_pixel's topology](image)

Figure 1.2: Pixel’s topology of a first functional DVS sensor proposed by Lichsteiner [6].

DVS sensors can detect fast changes of illumination, with low power and low data bandwidth consumption. Data bandwidth is preserved by transmitting information only about changes in the scene rather than information about usually redundant static foreground. Dynamic Vision Sensors are able to track precisely and almost in real time changes within the scene containing both, very bright and dark regions. Temporal resolution and intra-scene dynamic range are dramatically better than in standard commercial image sensors by taking inspiration from a biological fully parallel approach, where pixels operate independently from each other and can adapt locally to absolute light conditions. Additionally, logarithmic compression helps to encapsulate a wide range of input light intensities into the smaller output range. Such high temporal resolution is not achievable by stan-
dard image sensors because they operate in synchronous, frame-based fashion. State-of-the-art image sensors extract visual information by capturing a series of 'snapshots' of the visual scene, called frames. Each frame of the scene is recorded at discrete time point, with a time resolution defined by a fixed frame rate.

The last category of sensors are spiking luminance sensors, which perform light-to-frequency conversion - i.e. they spike with a frequency directly proportional to luminance levels of the visual scene [7]. Simplified diagram and principle of operation are shown in Fig. 1.3.

![Simplified block diagram of an Integrate-and-Fire (I&F) pixel.](image)

Figure 1.3: Simplified block diagram of an Integrate-and-Fire (I&F) pixel. Pixels spike with a frequency proportional to light intensity. Every time that this occurs, pixel addresses are transmitted asynchronously off-chip. Asynchronous digital signals involved in the data transmission are displayed on the right.

The pixel operation is analogous to integrate-and-fire neuron. Initially the pre-charged capacitance $C$ is discharged with the rate proportional to the photodiode’s $D1$ photocurrent. When the voltage $V_C$ reaches a programmable threshold $V_{ref}$, the comparator initiates pixel reset and charge integration starts again. Similarly, as DVS sensors, pixels in this sensor operate independently from each other. Only pixels which are illuminated elicit spikes, and dark pixels stay silent. In some applications where dark pixels are redundant, this approach helps to save data bandwidth. Also, for this group of sensors, pixels integration time is not limited by a frame rate, and hence they can operate for wide range of illumination levels of dynamic range higher than 100dB [7].
Due to their spiking nature, biologically inspired sensors are called event-based or spiking vision sensors. Sensors from all three groups described above share the same event-driven operation - i.e. information about some properties of the visual scene is encoded by asynchronous pixels and conveyed by their spiking activity. Spiking sensors readout is complex because each pixel in the array can spike at any time and at any location. The readout must preserve precise timing and location of the origin of each spike. In order to provide such point-to-point communication to each pixel, an Address Event Representation (AER) protocol was proposed originally by Caltech research lab [8]. The AER principles adapted in our implementation is to assign a unique address to each neuron (or pixel), arbitrate spikes from the array of neurons, and provide convenient handshake readout interface of these events. Fig. 1.4 illustrates a principle of operation of AER communication protocol. In case of event (spike), pixel’s coordinates transmission through an asynchronous AER bus is preceded by a "request - acknowledge" handshake. As a result, the sensor output data is a stream of address events representing (x,y) coordinates in time. Temporal information of timing of the events is explicitly added to the address of the pixel in the form of a timestamp by the receiver side.

Fig. 1.5 shows a block level view of an exemplary 4x4 pixel array combined
with the AER peripheral circuitry: handshake logic, address encoders and arbiters [9]. Handshake logic handles communication and addressing active pixels in asynchronous fashion by acknowledging pixel’s requests in x- and y-coordinates. Address encoders generate address of currently active pixel at the output bus. Since the output bus is shared between all pixels, glitches may happen if two or more pixels spike at the same time. To ensure that only one pixel can access the address bus at the time, arbiters restrict access to the bus, such that in case of high pixels activity, pixels’ pending requests are queued. Arbiters are organized in a binary tree structure in order to provide arbitration to entire array. Receiver communicates asynchronously with the array (REQ, ACK) and conveys pixels addresses via output address bus.

Other variants of the AER communication protocol such as handshake-less [10] and unarbitrated [11] types are less commonly used.
1.1 4Dspace Research Initiative

This PhD Research Fellowship was a part of the 4DSpace project [12]. The 4DSpace project is an initiative at the Faculty of Mathematics and Natural Sciences at the University of Oslo, combining Departments of Physics, Informatics, and Mathematics. The main goal of the 4DSpace project is to study the role of the turbulence and instabilities in the polar ionosphere in the energy transfer and transport mechanisms at different scales in the near-Earth space. The ionospheric electron density irregularities affect the trans ionospheric radio waves. Radio waves that pass through such regions cause signal degradation, which is known as ionospheric scintillations [13]. Positioning accuracy of for instance Global Navigation Satellite System (GNSS), in the presence of scintillation, can severely degrade.

In order to understand ionospheric turbulence and instabilities, they should be sensed in-situ with the multi-scale 4D (space and time) experimental approach by rocket and satellite-based instruments, payloads and daughter payloads. Hence, the ultimate goal for 4DSpace is to develop a fully integrated System-on-Chip (SoC) using an Application Specific Integrated Circuits (ASICs) with the aim of fully integrating necessary electronic sub-blocks, such as front-ends to control sub-probes of sounding rockets, analog-to-digital (A/D) converters and sensors determining orientation of the instrument with respect to the sun as a part of Sounding Rocket Attitude Determination System (SRAD). A sounding rocket will carry and eject a small swarm of hockey-puck-sized daughter micro-probes which will gather data in a volume around the rocket and will revisit the same region, such that both temporal and spatial information can be retrieved. Integration of all electronics into a single SoC is important especially for the miniaturized daughter payloads as their carrying capacity is limited. The sounding rockets and micro-probes will intentionally have high spinning rates to stabilize their attitude during their flight. This has set requirement for the sun sensor to be able to track sun position with high temporal resolution and very low readout latency.

1.2 Research Objectives

This PhD research fellowship focused on two distinctive topics: on exploring trichromatic vision for DVS sensors, and on designing an event-driven sun sensor for 4DSpace project.

As a first part of this research, an event-driven vision sensor was designed to address a challenge of trichromatic transient color detection inspired by color
processing found in mammalian retinas. Biological retinas process visual images by means of color opponencies, and are capable of detecting transients between three primary colors. This research investigated feasibility and advantages of such system implemented in silicon. It was based on a DVS sensor and served as a starting point to gain expertise on the implementation of event-based sensors. The chip was a proof-of-concept with low resolution not aimed for a particular research project.

The second part of this PhD research was more comprehensive and focused on the design of an event-driven sun sensor on the framework of a collaborative project. Here a functional and competitive device was on demand, and performance requirements were predefined by the project. For this case, the proposed solution was based on an octopus spiking image sensor. Two different approaches of implementing sun sensor were explored: a pinhole-based design and full-custom design.

1.3 Thesis Outline

This thesis is organized as follows: the current chapter gives an overview of objectives for this PhD research fellowship and briefly sketches research activities. Also, background of event-based vision sensors and their main types are explained for reader’s better understanding. Chapter 2 introduces state-of-the-art Color Dynamic Vision Sensor and describes first Tri-color Temporal Contrast Vision Sensor developed during this research. Chapter 3 focuses on bio-inspired sun sensors and gives detailed description of two event-driven sun sensors implemented on the framework of a collaborative project. Finally, Chapters 4 and 5 discuss outlook and future work, and draw conclusions.

This thesis is written as a compendium of academic papers. The thesis main body provides a summary of the methods, findings and conclusions. For main details the reader should refer to the attached academic papers.
Chapter 2

Color Dynamic Vision Sensors

At this moment spiking vision sensors cannot compete with commercial sensors in terms of quality and resolution of the image because they suffer from high noise and resolution limitation [3]. Due to high pixels complexity, their fill factor is low, and hence resolution of the image is much lower than for commercial sensors. Frame-based techniques have matured over years and have been greatly improved. As a result, today cameras used for consumer electronics, photography or cinematography achieve high image resolution, dynamic range, and color saturation to faithfully copy the visual-scene [14]. However, for many applications, response time, operation in high intra-scene dynamic range, low data bandwidth or low power consumption are more important than faithful constitution of a scene.

For some applications, information about motion (change of a state) and spectral color of the tracked object is more important than information about a static foreground. For instance, robotic and automotive vision systems are required to detect and track colored objects of interest and obstacles in real time. Also, in production lines it is essential to detect defective samples or match items of the same colors with high speed to increase production efficiency. In that sense, the good temporal resolution of DVS sensors, their low latency and their low redundancy makes them good candidates for such applications.

The first DVS sensor [6] was operating in a greyscale mode - i.e. it detected temporal contrast of incoming light regardless of color. Color filters require to have different pixels dedicated to detect each color. Extending DVS sensor with color discrimination was neglected because its pixel topology was already complex, and adding extra color processing and filters would further decrease already low fill factor and consequently the array resolution.

In 2011 Berner et al. [15] proposed a design of a DVS pixel with reasonable fill
factor by using an alternative method of vertical stacking photodiodes at different depths in silicon. The pixel was capable of detecting transitions between two colors.

The concept of stacked photo-diodes was originally introduced and patented in 1980 [16] and then twenty years later refined and commercialized by the company Foveon [17, 18]. It is worth mentioning that there are also color spiking luminance sensors which use stacked photodiodes. These sensors are able to extract color information of a static scene. Olsson et al. [19] implemented a sensor distinguishing static light sources of two different colors. Leñero-Bardallo et al. [20] further extended the spiking luminance sensor and achieved spectral selectivity within three colors.

2.1 Tri-color Temporal Contrast Vision Sensor

During this research a first DVS sensor detecting shifts between three primary colors was proposed [21, 22, 23]. Due to use of temporal contrast event-based processing scheme this novel sensor is capable of extracting transient emissions shifts within the visual spectrum with a very high speed and high dynamic range. The pixel design is inspired by the one proposed by Berner et al. [15] to detect color transitions. That one was based on the original one with switched capacitors proposed by Lichsteiner et al. [6]. The new pixel proposed in this work has been extended to operate with three stacked photodiodes, the AER readout circuitry was implemented to handle the AER communication of a pixel matrix and post-processing algorithm to display color information was developed.

![Stacked photodiodes cross section diagram](image)

Figure 2.1: Stacked photodiodes cross section diagram. (a) Design layers used in fabrication process, (b) n-p junctions, (c) stacked photodiodes equivalent diagram.
The sensor operation is based on color processing found in the retina. The solution incorporates pixels processing visual spectra in so called color opponent fashion, such that certain pairs of colors (opponents) are mutually exclusive. Certain hues are never perceived to occur simultaneously. In the human retina, there is a red/green opponency and a blue/yellow opponency. Ganglion cells receive inhibition or excitation from these different opponents that are always antagonistic [4].

In order to improve a sensor fill factor, instead of using multiple color filters on top of pixels, a stack of three photodiodes is implemented by means of n-well and deep n-well diffusion diodes, shown in Fig. 2.1. Modern fabrication technologies allow to stack photodiodes at different depths to obtain different color absorption spectra [24, 16]. The principle operation of stacked photodiodes is based on the fact that light penetration depth depends on the photons’ wavelength [25]. Photons with higher energy (shorter wavelengths) travel statistically less time though the crystal before generating electron-hole pairs. Hence, the top photodiode is more sensitive to blue light, and the bottom ones more sensitive to longer wavelengths.

![Graph](image1.png)

(a) Measured photocurrents relative values.  
(b) Computed Photocurrents ratios.

Figure 2.2: Spectral response of three stacked photo diodes in TSMC 90nm technology. The values are corrected by the Halogen Light Source irradiance factor and color filters transmission efficiency.

Since the photodiodes depths are not disclosed by the foundry, the exact spectral sensitivity of each photodiode cannot be estimated. Due to this fact, photodiodes are characterized in terms of spectral sensitivity. Fig. 2.2a shows the measured spectral response of the three photodiodes normalized with the sum of the three photocurrents. The top photodiode is the least sensitive to light, and the bottom one is the most sensitive. The bottom one has higher quantum efficiency because the size of its depletion region is bigger than the others’.

Fig. 2.2b displays the computed values of the two current ratios and illustrates
how these ratios can be used to discriminate between colors. Photocurrents ratios are proportional to spectral ratios. The R/G ratio increases when the color spectrum shifts towards red, and B/G ratio decreases when the color spectrum shifts towards blue. The ratio B/G exhibits weaker dependence on color spectra, it has steepest slope up to 650nm and after that is flat, while the R/G ratio has almost constant slope over the entire tested spectrum. The ratio B/G exhibits weak dependence on longer spectrum wavelengths because both the top and the middle photodiode are least sensitive in this region. Possibly the top and the middle photodiodes are located much shallower than the third one, so only very energetic photons can be caught by these photodiodes.

Fig. 2.3 shows the main pixel core constitutive blocks. It contains circuitry to detect temporal color changes. Different combinations of the photocurrents from the three stacked photodiodes are fed through the logarithmic photoreceptors. The next stage amplifies transient variations of the first stage and then the outputs, followed by several comparators, send out spikes. As a result, incident radiations shifts within the visual spectra cause transient photocurrent variations that are detected by the pixels processing circuitry. Each pixel can generate four different kinds of events $ON_*$, $OFF_*$ that indicate four different color transitions between adjacent color spectra: red-green, and blue-green. Table 2.1 depicts how different $ON_*$ and $OFF_*$ events are translated into spectral ratio variations and color changes.

It is important to note that, as illustrated in 2.2b, relative ratios between corresponding photocurrents rather than absolute values of each photocurrent provoke events that indicate color transitions. This is an important difference compared to
Table 2.1: Translation of $ON_*$, $OFF_*$ events into color changes.

<table>
<thead>
<tr>
<th>Event</th>
<th>Spectra ratio</th>
<th>Color change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ON_1$</td>
<td>$\propto \frac{B}{G}$</td>
<td>bluer</td>
</tr>
<tr>
<td>$OFF_1$</td>
<td>$\propto \frac{B}{G}$</td>
<td>greener</td>
</tr>
<tr>
<td>$ON_2$</td>
<td>$\propto \frac{G}{R}$</td>
<td>redder</td>
</tr>
<tr>
<td>$OFF_2$</td>
<td>$\propto \frac{G}{R}$</td>
<td>greener</td>
</tr>
</tbody>
</table>

conventional monochromatic DVS sensors, as our sensor responds only to spectrum shifts, but it is not sensitive to total light conditions changes.

The pixels core circuitry is designed to mimic color opponencies among two color pairs: red-green and blue-green. In order to further enhance the color processing of the proposed sensor, a new off-chip processing approach of analyzing the resulting events is proposed to provide direct discrimination between blue and red spectra. In order to discriminate between red and blue spectra, all events are always interpreted as transitions between adjacent spectra. In other words, based on how many events had been accumulated, events are decoded as a color transitions from red through green and finally to blue, and inversely, events are decoded as a color transitions from blue through green to red. An interface displaying in real-time recorded color changes by means of colored pixels was implemented. Fig. 2.4a shows a sensor response to a rotating green dot over red background as a space-time plot (left) and a live image snapshot from the interface. Fig. 2.4b demonstrates sensor ability to track color transitions of a rotating painted disk.

This vision sensor has good potential for an automotive robotics applications where high-speed temporal color contrast recognition, especially of fast-moving objects in different lighting conditions, is demanded [23].
Figure 2.4: Performance of tri-color DVS sensor. (a) Response to a rotating green dot over red background shown as space-time plot and actual image, (b) demonstration of sensor high intra-scene dynamic range and high-speed temporal color contrast recognition. Disk rotation frequency was 20 rps. Reconstructed pictures for four different accumulation periods are shown on the right.
Chapter 3

Bio-inspired sun sensors for micro probes

Sun sensors provide a measurement of the sun vector typically in two axes in the instrument’s coordinates. They are widely used as a reference by many systems from space sector such as satellites and launch rockets [26, 27], and also, they have great potential for terrestrial applications involving renewable energies for tracking the sun to improve the photovoltaic plants efficiency [28]. In space applications sun sensors are part of the Attitude Determination and Control System (ADCS) to determine the orientation of space instruments.

The sounding rockets and micro-probes used for 4DSpace project achieve high angular velocity of 300 rpm. High spinning rate is desirable as it stabilizes attitude of the devices during their flight. In order to provide a reasonable angular resolution of at least 3° for this application, the sensor frame rate is expected to be equal to at least 600 Hz, which is approximately equivalent to 1.7 ms time delay. This has set demand for the sun sensor capable of tracking sun with a high temporal resolution and low readout latency. As mentioned before, the 4DSpace ultimate goal is to integrate all necessary electronic sub-blocks, such as front-ends to control sub-probes of sounding rockets, A/D converters, and the new sun sensor inside one SoC. For this reason, the sensor small form-factor was of great significance. Other sensor parameters such as low mass, and low power consumption are always of interest, as carrying capacity of the rockets and available power are severely restricted.

The state-of-the-art sun sensors typically use frame-based imagers as sensing elements [29, 30]. As described in previous chapters, principle operation of frame-based sensors is to readout frames of entire image at discrete predefined
time stamps. These sensors divide the visual scene into small pieces (pixels), digitize each piece, and then send out a digital information representing spectral composition of each pixel to reconstruct entire frame of the image. Due to continuous readout of entire frame, the frame rate of these sensors is typically limited down to $10^{-30}$ Hz, which is significantly less than requirement set by the 4DSpace project.

For a typical sun sensor, location of a centroid (also called region of interest - ROI) of the sun spot or an intersection point from the array is required to determine attitude with respect to the Sun. A reduced number of most intensively illuminated pixels from ROI is sufficient to locate a sun spot, and determine azimuth and elevation angles of the sun’s direction from the reference axis. Hence, spiking luminance sensors seem to be much more applicable to sense ROI region, as pixels which are illuminated will spike and generate output data, and dark pixels will remain silent. Due to their independent operation scheme, spiking luminance sensors help to reduce readout time of small selected regions of pixels from the focal plane, and hence significantly increase temporal resolution and improve readout efficiency of the sun sensor.

Two novel spiking sun sensors were developed during this PhD Research Fellowship: a pinhole based and a slit-based sensor. A presentation given in WASC 2017 [31] provides an overview of designed sun sensors with event-based operation and compare them against traditional sun sensors. In the first work, potential of combining an existing event-based sensor array with a pinhole optics mounted on top was explored [32, 33]. The second sensor was a custom-designed event-based pixels vector combined with an L-shape optical slit [34, 35]. The next section describes both approaches in more detail.

### 3.1 Pinhole Based Sensor

In this article [35, 34], we proposed a novel sun sensor based on the AER luminance sensor. The proposed sun sensor that takes advantage of the highly reduced output data flow and high readout speed of event-based sensor, and also, a simplicity of pinhole optics. The sensing array consists of spiking luminance sensors, which perform light-to-frequency conversion [7, 36]. The pixel array of spiking pixels are covered by an opaque lid with a pinhole. Principle of extracting sun vector is illustrated in Fig. 3.1. Fig. 3.2a shows a sensor front view and Fig. 3.2b shows a lid with a pinhole manufactured to implement the sun sensor. Only a
small number of pixels is illuminated by the sunlight projection. The rest of pixels is relatively dark and sends no data.

A great advantage of this sensor over the other solutions is its simplicity of implementation. Many sensors use patterned masks, such as slits, multi-aperture arrays, or multiple pinhole structures to project the pattern on the photosensitive sensors located underneath. Such masks are complicated (expensive) to manufacture, and challenging in terms of alignment with the photo-sensing array. On the other hand, pinhole optics used in this work [33, 32], are compact and easy to manufacture, as they require only a PCB laser machine to laser burn a single hole. The lid does not need a perfect alignment to operate. Any offset in the measurements is systematic and can be calibrated at software level. Hence, this is an advantage over the systems with more complex optics that require precise alignment before operating.

Each of the pixels in the array converts light into frequency. Pixel operation is initiated with a global reset. After that, pixel internal capacitors are discharged with a speed proportional to the local illumination. The algorithm implemented off-chip uses the centroid of the illuminated pixels to compute the sun position.
that is determined by the sun latitude and the azimuth. The proposed algorithm can be implemented on an FPGA or a microcontroller. The sun position is not determined until a certain number of events is received. Hence, the amount of data used to determine the sun position is always the same. If no data is received, the sun position will not be computed. Pixel array reset initiating the pixels readout can be used as a timer to reset the entire array after a certain time interval if the number of events received is lower than given threshold needed for algorithm to determine the sun position. All in all, the new sun sensor operates in a simpler and faster way than the previous reported digital sensors, that require elaborate design and readout procedures to avoid reading redundant black pixels. The new sun vector determination is efficient in terms of speed and output data flow as only illuminated pixels are readout, and their positions in array are used for further processing. Since pixels operate asynchronously, a dynamic range of the entire array is not limited by array fixed shutter (as it is for frame-based sensors).
Therefore, the developed sun sensor offers high dynamic range of \( > 100\, \text{dB} \), high readout speed of \(< 5\, \text{ms} \) at 1\text{klux} light conditions, and low power consumption of 52\,\text{mW}.

### 3.2 Slit-based Sun Sensor

The sensor described in the previous section consists of an entire array and a pin-hole optics. The illuminated pixels in the array are continuously operating (spiking), which is not efficient in terms of power consumption. External global reset controlled by a dedicated off-chip digital state machine could be implemented to address this problem. However, this would add an additional complexity and further increase power consumption of the system. Also, additional off-chip post-processing algorithm is required to accumulate pixels spikes and estimate the sun vector. The algorithm efficiency depends on the number of events available to compute the pixel spiking frequencies.

In the next work the sun sensor with much lower power consumption, lower readout latency and more efficient and robust sun vector extraction method is proposed. In this case, events accumulation and the asynchronous resetting is implemented on-chip with two programmable counters. The new concept of the sun sensor is based on a custom-designed event-based pixels vector with an on-chip processing algorithm and an L-shape optical slit [35]. A novel idea of organizing pixel lines in an L-shape and reading out the sensor array in Winner-Take-All (WTA) fashion improves a readout speed, and temporal resolution compared to existing solutions. The chip comprises two one-dimensional pixel lines organized in an L-shape, and the glass lid located above with L-shape slit rotated 180° with respect to the pixels lines. The principal operation of the sun sensor is to detect two intersection points of an illuminated sunlight pattern and a photosensitive pixels lines, as illustrated in Fig. 3.3. The intersection points are sensed by spiking pixels, which are the base components of the activity-driven event-based vision sensors. Addresses of the intersection points are used to resolve an orthonormal vector towards sun in two axes. The proposed vision sensor conveys a compressed image information in the form of time-encoded events instead of conventional frames. Therefore, the sensor output bus state can be directly converted into the azimuthal and elevation angles without need of reading out the entire array as for frame-based sensors.

The event-based pixels arrays operate in an asynchronous fashion. Two ded-
Figure 3.3: Vertical cross-section and horizontal view of the sun sensor structure, \( d=356 \, \mu m, \, h=100 \, \text{nm}, \, W=50 \, \mu m, \, l=2256 \, \mu m. \)

icated arbitrating Address Event Representation (AER) peripherals read-out the spiking pixels in form of time-stamped events from bort 1D pixels arrays. The previous version of the sun sensor requires external FPGA to control readout time-out to extract addresses of only the most illuminated pixels.

In this work we proposed a hardware implemented Time-to-First-n-Spikes (TFnS) with time-out readout arbitration protocol [37], called a timed TFnS. Since only a small portion of the pixels line is illuminated during sun sensor operation, a proposed TFnS with time-out readout mode ensures instantaneous conveying of address of only a few most illuminated pixels carrying most vital information about the sun vector, and suppresses the rest of the array. In neural systems, TFnS operation can be considered as a Winner-take-all (WTA) mechanism. WTA is a computational principle inspired by neural networks activities by which neurons compete with each other for transmitting their electrical activities (action potentials). WTA ensures that only neurons which are most active (strongest) are allowed to spike, whereas the weaker ones are inhibited from transmitting their
action potentials. In neural network studies, a variant of the WTA which allows multiple winners instead of only one is called a soft WTA [38]. Thanks to implementing two 1-D pixel vectors instead of a 2D array in a standard CMOS process, the sun sensor occupies only 8% of the chip area, and the remaining area can be used for other sensor interfaces required for 4DSpace project. This is a great improvement compared to the pinhole-based sun sensor prototype [33], [32].

3.2.1 System Design

Different solutions for the slit optics were considered at the early stage of the design. Geometrical properties of the optical slit are determined by the pixel size and the distance between the array and the slits. In order to ensure good resolution and wide viewing angles, the optical slit was required to be 10$\mu$m - 200$\mu$m wide, as thin as possible, and manufactured with a resolution higher than the slit width. A simple approach of using a 3D printer to print a cavity with optical slit was discarded due to not sufficient resolution, and not acceptable slit thickness. Another solution of building an LTCC cavity over a wire-bonded chip was discarded due to complexity of the manufacturing process. Most suitable solution for manufacturing the optics, turned out to be a photolithography method of depositing a thin metal mask on a thin microscope glass. The mask was manufactured by depositing a 100nm-thick light reflecting nickel chromium metal film on a 600$\mu$m thick microscope glass. A complete sun sensor was encapsulated inside a QFN64 package. The glass with the deposited pattern was diced into a 9 x 9 mm square
which fits the package shape. Fig. 3.4a shows a microphotograph of the QFN64 package with wire-bonded chip inside and Fig. 3.4b shows a final version of a sun sensor with L-shape mask attached on the top of the QFN64 package.

3.3 Sensor Testing and Performance

Characterization of the sun sensor made up a considerable part of this research. A final version of the sun sensor with calibration procedure and comprehensive experimental results were presented in [34].

Figure 3.5: A setup using PTU for characterizing sun sensor FOV and accuracy. Sun sensor PCB (on top) is connected through a bus to a data logger located on a DC source.
For the measurements, a USBAERmini2 [39] board was used as a receiver to extract asynchronous time-encoded events from the sun sensor. The USBAERmini2 board communicates asynchronously with the array (REQ, ACK) and conveys pixels addresses via an output address bus. It also adds temporal information of timing of the incoming events (timestamp) to the conveyed addresses of the active pixels to preserve timing information.

The PCB with the sun sensor was attached to the pan-tilt unit PTU-D300 to rotate the sensor in pitch and yaw with respect to a light source. Fig. 3.5 shows a setup with PTU for characterizing sun sensor FOV and accuracy. An example video illustrating pan and tilt rotation of the sun sensor by use of the PTU is provided in [40]. A model with rotation matrices was developed to transform pan and tilt coordinates of the PTU into pitch and yaw of the sun sensor coordinates, with respect to a halogen lamp source that modeled the Sun. A setup configuration with PTU was used to characterize sensor accuracy and Field-of-View (FOV). Besides, the following sensor parameters were characterized: readout latency, precision and power consumption.

The sensor readout latency was characterized for a direct sunlight in Norway in winter season. Due to high latitude the solar radiation receipt was a fraction of the total solar irradiance conditions during rocket flight. However, even when exposed only to a fraction of solar irradiance, the sun sensor measured readout latency was sufficient for the 4DSpace project application. Latency between two consecutive sensor readouts was equal to $88 \mu s$, which was equivalent to a speed of $11.3 \text{ Kframes/s}$ in a conventional sensor. Even better readout latency was expected for total solar irradiance exposure.

A proposed TFnS with time-out framework adds on-chip processing of the pixels spike-events at array readout stage. This helps to shorten the sensor readout time and to lower the output data bandwidth by extracting only the most relevant information about the sun vector. TFnS with single winner either limited in time or not gives only a single pixel winner at the time of each readout which can directly be converted into azimuthal or elevation angle. As a result, only two pixels addresses are readout to obtain sun vector. Additionally, time-out readout threshold helps to discard spurious readouts due to Earth or Moon albedo [34].

Multiple winners TFnS mode can be enabled for a moment to sample the wider field of view, and assess if the sun is within the sensor FOV. TFnS mode with multiple winners extracts profile of the incident light in the form of time stamped events. The beam that passes through the slit and hits the photoactive array of pixels becomes collimated, but also contains diverging rays. These diverging rays
spread as the ray propagates, and cause the light beam to disperse with distance. As a result, a sharp cusp characterizes a profile of a strong light source, such as Sun, while profiles of reflections are flatter. Hence, the extracted incident light profile can help distinguish between the sun and other distractors, and also, to further analyze the incident sun light properties. Three different readout modes were illustrated in Fig. 3.6. Fig. 3.6a shows readout without the TFnS enhancement - i.e. all pixels were self-resetting as in standard octopus retina. Fig. 3.6b shows readout for sun sensor configured in time-out readout mode with common reset, and Fig. 3.6c illustrates recorded light profile by sun sensor operating in TFnS timeout-out mode with a limit of 15 winners. Thanks to use of only two pixels vectors, and an on-chip arbitration interface, the sensor power consumption is reduced down to $6.3\mu W$.

Table 3.1 compares the features and performance of the proposed work with other sun sensors: an analog sun sensor [41], and two frame-based sensors [30,
<table>
<thead>
<tr>
<th>Type</th>
<th>Ortega et al. [41]</th>
<th>Xie et al. [30]</th>
<th>Liebe et al. [42]</th>
<th>This work [34]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation Principle</td>
<td>Photodiodes Ratio</td>
<td>Frame-based</td>
<td>Frame-based</td>
<td>TFnS</td>
</tr>
<tr>
<td>Technology</td>
<td>ND</td>
<td>0.18 μm 1P4M</td>
<td>0.5 μm CMOS</td>
<td>AMS 0.35 μm opto (C350)</td>
</tr>
<tr>
<td>Power Supply</td>
<td>ND</td>
<td>3.3/1.8 V</td>
<td>ND</td>
<td>3 V</td>
</tr>
<tr>
<td>Packaged sensor size</td>
<td>(3 x 3 x 1.2) cm³ (including auxiliary electronics)</td>
<td>ND</td>
<td>4.2 cm³ (including complete APS chip)</td>
<td>(0.5 x 9.5 x 11 mm³ (including auxiliary electronics in silicon)</td>
</tr>
<tr>
<td>Sensor Weight</td>
<td>24 grams (including auxiliary electronics)</td>
<td>ND</td>
<td>11 grams (including complete APS chip)</td>
<td>0.3 grams (including auxiliary electronics in silicon)</td>
</tr>
<tr>
<td>Pixel array</td>
<td>4 photodiodes</td>
<td>368 x 368 pixels</td>
<td>512 x 512 pixels</td>
<td>2 x 192 pixels</td>
</tr>
<tr>
<td>Pixel size</td>
<td>0.75 mm x 2 mm</td>
<td>6.5 μm x 6.5 μm</td>
<td>12 μm x 12 μm</td>
<td>11.75 μm x 72 μm</td>
</tr>
<tr>
<td>Silicon die size</td>
<td>(7.5 x 8.5) mm²</td>
<td>(3 x 3) mm²</td>
<td>(6.1 x 6.1) mm²</td>
<td>(2.5 x 2.5) mm² (8% of area used)</td>
</tr>
<tr>
<td>FOV</td>
<td>±47°</td>
<td>160°</td>
<td>144°</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>ND</td>
<td>0.004°</td>
<td>ND</td>
<td>0.22° − 1.88°</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.15°</td>
<td>ND</td>
<td>≈ 0.07°</td>
<td>0.98°(θ) and 0.42°(φ).</td>
</tr>
<tr>
<td>Precision</td>
<td>ND</td>
<td>0.01°</td>
<td>ND</td>
<td>0.104°(θ), 0.061°(φ)</td>
</tr>
<tr>
<td>Latency</td>
<td>ND</td>
<td>60 fps</td>
<td>30 fps</td>
<td>88 μs (equivalent to 11.3 kfps)</td>
</tr>
<tr>
<td>Power consumption</td>
<td>ND</td>
<td>22.73 mW</td>
<td>30 mW</td>
<td>6.3 μW</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>ND</td>
<td>52 dB</td>
<td>ND</td>
<td>&gt;80 dB</td>
</tr>
<tr>
<td>Amount of data</td>
<td>4 analog voltages</td>
<td>368 pixels (acquisition mode) + 25 x 25 pixels (tracking mode) = 945 pixels</td>
<td>512 x 512 pixels = 262 kpixels</td>
<td>1-2 events</td>
</tr>
</tbody>
</table>

Table 3.1: State-of-the-art comparison [34].
42]. To the best of our knowledge, there have been no other event-based sun sensors reported before. The proposed sun sensor is smaller and lighter than any other reported sun sensor. Thanks to implementing auxiliary electronics in silicon and using a QFN64 package, our sensor volume is 120 times smaller and much lighter than [41]. Also, in terms of used silicon area, our sun sensor is much smaller. Digital sun sensors [30, 42] use entire imager matrices, and require high performance analog-to-digital converters, and extra digital processing circuits for complex centroid algorithms.

Sun sensors [30, 42] require processor intensive algorithms to extract angles. To obtain the sun angle, these sensors require many steps: readout all pixels’ analog values, compare all pixels’ values with thresholds, detect the brightest point, and calculate the centroid position. Due to implementation of TFnS and time-out readout framework, most of the processing in our sensor is performed on-chip and the sun sensor generates compressed information about the angle in the form of time-encoded events.

Since the proposed sensor is event-based, it is not limited by a fixed frame rate, and its speed exceeds 11keps. On the other hand, the speed of digital frame-based sun sensors in Table 3.1 is limited to 10 fps and 30 fps respectively. Analog sun
sensors speed is limited by the conversion time of analog-to-digital converters, which is not reported in [41].

Thanks to a new readout framework, and low circuit simplicity, the sun sensor power consumption is kept very low, and is over three decades lower than reported power consumption of other works. Reported power consumption in [30, 42] is much higher due to use of APS sensor, and in [41] due to use of discrete components to implement auxiliary electronics.

The accuracy of a proposed sun sensor is worse than [41, 42]. It could be improved if a more elaborated run calibration approach and more complex model were used to calculate angles. For example, the calibration procedure in [41] consisted of a high-accuracy Angular Positioning System instrument to achieve high precision calibration curves and to compensate any misalignment suffered by the sensor in their manufacturing steps.

There are three main error contributors to the sensor overall accuracy: the quantization error, the misalignment between the mask and the pixel vectors, and an accuracy of the sensor model. The quantization error related to the sensor resolution contributes between $0.22^\circ - 1.88^\circ$. The misalignment between the L-shape mask and the pixel vectors contributes maximum $2.83^\circ$. The quantization error can be improved by decreasing the pixel pitch, by increasing the sensor resolution, or by increasing the distance between the chip and the lid. More precise calibration scheme using multiple pixels readout to extract the incident light profile could be used to improve the alignment between the mask and the pixels vectors.

A live demonstration presenting the sensor capabilities was presented at ISCAS 2018 and described in [43]. During the live demonstration the sun sensor response speed, and all available sensor readout modes were presented. Advantages of other solutions were explained to the conference visitors. A wireless solution of the sun sensor sending output data through Bluetooth Low Energy was also presented, shown in Fig. 3.7. The battery powered wireless version of the sun sensor was installed on a rotating table to mimic a real conditions of a sounding rocket flight. An example video demonstrating the demo experience was provided in [44].
Chapter 4

Conclusion

In this thesis, two topics in the area of bio-inspired sensors were studied. First, implementation of a spiking vision sensor detecting transients between three primary colors was explored. A low-resolution proof-of-concept sensor was designed for this purpose. The second part of the PhD research focused on practical usage of spiking sensors to build a very high-performance and low power sun sensor on the framework of a collaborative project related to the space application.

Advantages of the developed event-driven systems were reported over the frame-based systems. As a result of abandoning frame paradigm, and letting pixels operate independently, systems based on spiking sensors can reach much better temporal resolution, lower readout latency, and low data redundancy compared to the state-of-the-art frame-based solutions.

4.1 Tri-Color Dynamic Vision Sensor

The developed Tri-Color Dynamic Vision Sensor proves that modeling color processing found in the biological retina can help to extract image transient features in color in more efficient way than frame-based systems do today. Machine vision and other systems use conventional cameras to capture frames of the scene and then perform intensive post-processing to extract features out of the set of recorded images. This approach is very power hungry and challenging, as all frames, including redundant ones, are continuously post-processed. Also, speed of such systems is severely limited by camera inherent frame rate.

Image features extraction preserving color information for machine vision can be done in much more efficient and faster way by using the proposed trichromatic
transient color detection. The designed Tri-Color Dynamic Vision Sensor proved that systems can profit from such approach in terms of temporal resolution, response time, and power consumption.

4.2 Spiking Sun Sensors for Space Applications

The second part of the PhD research explored how to use spiking luminance sensors to implement high performance and low power sun sensor for space application. Two different approaches of using spiking luminance sensors to implement a sun sensor were explored.

The two developed prototypes of sun sensors prove that spiking luminance sensors are applicable to efficiently sense small regions of interest (ROIs) from the pixel array, and help to improve performance of the sun sensors. Due to an independent operation scheme, only pixels which are illuminated, spike and generate output data, and dark pixels remain silent, which helps to reduce readout time of ROI regions, and significantly improves temporal resolution and readout latency of the device.

Thanks to implementing two 1-D pixel vectors instead of a 2D array in a standard CMOS process, the slit-based sun sensor occupies only 8% of the chip area. Only the outer bottom and outer left areas of the chip are occupied by the sensor and the remaining chip area will be used for other sensor interfaces required for 4DSpace project.

The small form factor and less than 1 gram weight of the slit-based sensor is a great advantage over the other solutions [26]. Thanks to an internal angle extraction the sun sensors proposed in this thesis can be implemented into many applications at low cost. Hence, they are suitable for applications not only related to space, but also for terrestrial cases involving renewable energies to track the sun to improve the photovoltaic plants and solar collectors efficiency.
Chapter 5

Discussion

The progress reported in this thesis shows that biological systems can be used as an inspiration to build better devices. Event-driven sensors are great example how natural processes can be utilized by electronic circuits to overcome limitations of conventional frame-based approach. It must be stressed however, that spiking sensors should not be considered as a direct competition for frame-based vision sensors. Due to their entirely different principle of operation, these sensors can complement each other, such that great quality and high-resolution images from frame-based sensors can be supported by computationally efficient and low latency spiking sensors able to extract some features from the same scene.

5.1 Tri-color DVS

5.1.1 Sensor Scalability

This section discusses challenges which have to be addressed to increase the Tri-color DVS sensor resolution up to a megapixel (MP) range.

The first challenge is related to the AER communication protocol scalability. Typical delays for transmitting address-events by the AER protocol from the sensor to receiver range from 30\text{ns} to 1\text{µs} [3]. In case of high activity in the MP array (many pixels spiking multiple times at the same time), these delays become limiting factor of the AER protocol efficacy to handle stream of asynchronous events. In case of high activity, pixels requests may be lost due to overrun of the AER circuitry or the receiver buffer. In addition, numbers of arbiters in AER protocol scales with the number of pixels according to formula: $2 \cdot \sqrt{N_{pix}} - 2$, where $N_{pix}$ is a number of pixels. Hence, for a 1MP event-based sensor (1024 x 1024...
more than 2000 arbiter cells organized in 10-layer binary tree structure are required to handle asynchronous requests. For high frequency operation, timing of incoming address-events may become inaccurate due to arbiters inherent mismatch or their greediness.

The pixel design of the proposed tri-color DVS sensor was conservative in terms of area because the photodiodes’ spectral sensitivity was unknown beforehand. Hence, only a small array of 16 x 16 large pixels was developed in this research. Photodiode size was 41.5\(\mu\)m x 43.4\(\mu\)m, pixel size was 82\(\mu\)m x 82\(\mu\)m and fill factor was 27\%. Pixel size can be reduced considerably by decreasing size of the stacked photodiodes. Even with minimum allowable size determined by the CMOS process, stacked photodiodes consume more area than traditional single PN junction photodiodes. This is because stacked photodiodes require depositing deep n-well structures under an isolated p-well, and deep n-well spacing rules are usually conservative in CMOS process. Size reduction of the stacked photodiodes does not affect their ability to discriminate between different spectra because their operation is based on photocurrent ratios rather than their absolute values. However, size reduction is done at the expense of sensor noise performance, accuracy, and cross-talk. The photodiode located deepest in the substrate is formed by a PN junction between deep n-well and the p-substrate. The p-substrate is not isolated but shared between other photodiodes. As a result, noise from adjacent pixels’ circuitry couples through the substrate into a very sensitive photodiode, which leads to cross-talk between pixels.

Pixel complexity is another challenge which has to be addressed to increase sensor resolution - a pixel contains 58 transistors and 6 metal-insulator-metal (MIM) capacitors (MIM capacitors occupy 39\% of the pixel total area). MIM capacitors sizes can be reduced by careful design decisions considering trade-offs between capacitors size, mismatch and noise performance.

5.1.2 Frame-based vs. Event-based

Traditional frame-based vision sensors are optimized to achieve high image resolution, dynamic range, and color saturation to faithfully copy the visual-scene. Pixels in standard CMOS image sensor (CIS) typically measure couple micrometers and their internal circuitry is limited to few n-type transistors to obtain high resolution and fill factor. Small microlenses are placed on top of the pixels to further maximize light delivered to the pixel surface. To extract color information from the visual scene, traditional vision sensors use color filters (for instance
Bayer filters), such that each pixel is dedicated to extract one color. Due to a large number of additional devices inside pixels, the proposed tri-color DVS sensor has lower fill factor compared to industry standard frame-based sensors. Also, as reported in [23], due to high temporal noise figure (caused by subthreshold operation), pixels generate many spurious events at low illumination levels. Uniformity of response test showed relatively high standard deviation of the events per color transition due to comparators mismatch.

The main advantage of a proposed tri-color DVS sensor over a CIS sensor is pixel bandwidth and power consumption. Pixels inside DVS sensor can track changes with frequency up to 2.7 kHz independently. To obtain similar temporal color information with a comparable bandwidth, frame-based vision sensor should perform frame scanning and digital conversion of the image at rate at least twice higher than 2.7 kHz and then further post-processing information from the entire frame. To obtain reliable spectral information at frame rates above 5 kHz, expensive high-speed peripheral circuitry (parallel A/D conversion circuits), advanced synchronization of the array, and noise reduction techniques are necessary. On the other hand, due to its inherent parallel operation, DVS sensors do not require synchronizing of the array at high speed, specialized A/D conversion techniques, nor complex parallel signal processing. Stacked photo-diodes helped to improve sensor fill factor by extracting information about all three colors from each pixel. It should be noted however, that cross-talk between RGB channels is inherent in the stacked photodiode because stacked photodiodes are essentially connected in series, and hence, each photodiode shares at least one of its P or N junction with another diode.

Considering significant architectural differences between the two discussed types of vision sensors, event-based color change detectors could coexist with other frame-based vision sensors in the same chip to model part of the visual processing of the human retina.

5.2 Spiking Sun Sensors for Space Applications

5.2.1 From Prototype to Product

For this prototype, a mature AMS 0.35µm CMOS process was used and 192 pixels were implemented inside each 1D array. In order to increase sun sensor resolution, a more advanced CMOS process can be used. Higher resolution would reduce quantization error which contributes between 0.22° – 1.88°. Photodiode
size can be reduced without affecting the sensor performance. This is because TFnS with time-out readout mode ensures instantaneous conveying of addresses of only a few most illuminated pixels, not the entire array. Hence, only a local mismatch between adjacent pixels contributes to the sensor accuracy, and larger global mismatch within the entire array is discarded by a TFnS readout technique. Due to geometrical relation between pixel pitch and location of the illuminated sunlight pattern, the sensor quantization error varies across its field-of-view between $0.22^\circ - 1.88^\circ$. The quantization error can be unified by using pixels with different size across the array.

A simple geometry model for transforming pixel address into angle was sufficient to prove a principle of this new concept. The model can be further improved to include a refractive coefficient of the glass, and include more than one winner to interpolate the peak of the incident light pattern to calculate the angle. This would improve the accuracy and spatial resolution of the sun sensor. Moreover, more precise calibration scheme using multiple pixels readout to extract the incident light profile could be used to improve the alignment between the mask and the pixels vectors.

The AER protocol was used to stream out the sun sensor output data in form of address events representing coordinates in time. It is not necessary to use the dedicated AER board for normal operation of the sun sensor. Instead, a simple state machine with few logic cells can be used to acknowledge incoming requests and readout the sensor output (for instance a fixed frequency clock could be used to periodically acknowledge the incoming requests from the array).

The proposed sun sensor has not been radiation hardened because the sounding rockets used for 4DSpace project fly up to the altitude of ionosphere where cosmic radiation is not harmful for the electronics. However, if the sensor is intended to be used on satellites, radiation hardening is necessary.

The developed slit-based spiking sun sensor has been taken further with the aim of product development by a postdoctoral researcher and the company EIDEL (Eidsvoll Electronics AS). In the continued work by a postdoctoral researcher of the same group, the available area is used for a core processor to handle redundancy of reading-out multiple L-shaped patterns, and other relevant circuitry for 4DSpace project.
5.3 Event-based Sensors: General Outlook and Future Work

The commercial success of asynchronous vision sensors is still far away from frame-based sensors. However, there are several private companies which have seen potential in biologically inspired devices, and are attempting to commercialize the fabrication of event-based cameras. A start-up company Prophesee\(^1\) is currently developing a system combining event-based vision sensor and AI algorithms for visual sensing and processing in autonomous vehicles, connected devices, security and surveillance systems. Another start-up company Insightness AG\(^2\) is building an event-based vision system for computer vision to give mobile devices spatial awareness (Silicon Eye Technology\cite{45}). IniVation\(^3\) invents and produces neuromorphic technologies with a special focus on event-based Dynamic Vision Sensors (DVS). Also, IBM has notices potential of this area, and has initiated Research Synapse project\(^4\) together with Samsung and IniLabs to combine a brain-inspired machine (TrueNorth chip) with a retinal camera \cite{46}.

This trend will continue, and more practical applications will make use of neuromorphic systems \cite{47}. The demand of vision sensors with low power and bandwidth consumption, and the capability of processing the visual scene makes spiking sensors attractive in many applications, especially in situations where image quality is not of highest priority.

There are many challenges in front of academic research and industry to solve in order to facilitate these and future biologically inspired devices. The first challenge is a limited knowledge about entire processes occurring inside a human body, especially inside the brain. That is important, if once the ultimate goal of neuromorphic engineering to build artificial intelligence should be achieved.

Another topic is related to the sensors asynchronous readout and lack of a standard synchronous interface. Today AER protocol is used to stream out sensor output data in form of address events representing coordinates in time. The output data is generated in an asynchronous fashion, which puts a challenge to a typically synchronous (clocked) system on the receiver side. A simple solution to convert event-based data into more intuitive frame-based representation is to convert accumulated events into fixed event-number frames, and then synchronize

\(^1\)http://www.prophesee.ai/
\(^2\)http://www.insightness.com/
\(^3\)https://inivation.com/
\(^4\)http://www.research.ibm.com/artificial-intelligence/
such frames with clock. Potential solutions must be studied to develop a complete standard communication interface.

An interesting research topic is to develop new vision algorithms which can exploit high temporal resolution and preserve system asynchronous nature. Recently, new solutions using convolutional neural networks have been proposed [48]. The convolutional networks are artificial neural networks able to efficiently analyze visual imagery from acquired and accumulated events coming from the DVS sensor.

There are many open possibilities to be explored in this research field. Trends in self-driving cars, visual odometry and upcoming 3D technologies will probably boost interest in the alternative event-based vision sensors sector. Such topics as a real time motion and optical flow estimation, or image depth extraction will probably drive interest in sensors studied in this thesis.
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Abstract—This article investigates the potential of a bio-inspired vision sensor with pixels that detect transients between three primary colors. The in-pixel color processing is inspired by the retinal color opponency that are found in mammalian retinas. Color transitions in a pixel are represented by voltage spikes, which are akin to a neuron’s action potential. These spikes are conveyed off-chip by the Address Event Representation (AER) protocol. To achieve sensitivity to three different color spectra within the visual spectrum, each pixel has three stacked photodiodes at different depths in the silicon substrate. The sensor has been fabricated in the standard TSMC 90 nm CMOS technology. A post-processing method to decode events into color transitions has been proposed and implemented as a custom interface to display real-time color changes in the visual scene. Experimental results are provided. Color transitions can be detected at high speed (up to 2.7 kHz). The sensor has a dynamic range of 58 dB and a power consumption of 22.5 mW.
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I. INTRODUCTION

COLOR enriches our visual world remarkably. The first steps in sensing color occurs in the retina. Thomas Young in the 19th century was the first to suggest that human color vision is trichromatic [1]. The trichromatic theory simply assumed that three images of the world were formed by these three sets of receptors and then transmitted to the brain where the ratios of the signals in each of the images were compared in order to sort out color appearances. That is roughly the operation that frame-based cameras with color filters perform to render color images. However, the idea of three images being transmitted to the brain is both inefficient and fails to explain several visually observed phenomena [2]. In fact, there is a complex retinal processing of the color information that is essential for our color perception.

Several authors have designed various artificial sensors trying to implement part of the retinal processing. The first bio-inspired vision sensor was presented by Fukushima [3] in the 1970s. Twenty years later Mahowald proposed the first integrated bio-inspired retina [4]. These sensors have been mainly focused on implementing the spatio-temporal processing performed in the human retina. More recently, several authors have started to pay attention to the color detection using bio-inspired vision sensors. However, to the best of our knowledge, the color processing made by retina has not been completely modeled with electronic circuits yet.

Conventional frame-based cameras usually place color filters over different pixels to render color images. Typically, a Bayer mask with filters centered at blue, green, and red is arranged over groups of four pixels. Then their outputs are combined to reconstruct color images. However, as previously stated, the retinal color processing is quite different. There are certain pairs of colors (opponents) that are mutually exclusive. Hering noted that certain hues were never perceived to occur simultaneously and he proposed an opponent-colors theory of color vision. These opponents are located in separated photoreceptors. In the human retina, there is a red/green opponency and a blue/yellow opponency. Ganglion cells receive inhibition or excitation from these different opponents that are always antagonistic [2].

Color detection has been traditionally neglected in bio-inspired vision sensors. The main reason is that adding extra pixel processing decreases the fill factor and consequently the array resolution. Color filters require to have different pixels dedicated to detect each color. This is not something affordable when the array resolution is low. Recently, several authors have started to conceive the possibility of incorporating color processing with bio-inspired vision sensors [5]–[7]. This has been mainly motivated by the fact that modern fabrication technologies allow to stack photodiodes at different depths with different spectral sensitivity [7]–[9].

Color processing is quite important for some industrial processes, navigation systems, and robotics. For instance, it is essential to match samples of various colored materials or to operate mobile equipment for which the operating signals are colored lights [10]. In that sense, the good temporal resolution of bio-inspired cameras, their low latency and their low redundancy makes them good candidates for such applications.

In this article we present a bio-inspired vision sensor that can detect transient changes between primary colors at high speed.
Changes between colors are detected by processing the photocurrent transient variations of three different stacked photodiodes with different spectral sensitivity. Temporal changes between three different colors are detected and opponencies between different colors in the retina are modeled. This work starts from our prior experience in processing color information with event-based color vision sensors [7]. In that work we demonstrated that it was possible to render trichromatic images with event-based vision sensors and we proposed methods to sense and process the information coming from three stacked photodiodes. An octopus retina capable of generating RGB images was presented. With this work we aim to implement specific color processing conveyed in the retina, i.e., color temporal contrast detection. Moreover, some of our new work is inspired by the results previously published by Berner et al. [6]. Berner et al. designed a pixel that can detect transitions between two colors. With this new system, all transitions between the three primary colors can be detected. Furthermore, we have implemented a pixel array, and arbitration system, and programmed them to render real time images displaying the color transitions detected in the focal plane by the pixels that made up the pixel array. To the best of our knowledge, this is the first pixel array that can detect temporal color changes with an event-based bio-inspired vision sensor. Some preliminary results of this work were reported and displayed in BioCAS 2014 [11], [12]. In this invited paper, we provide a more detailed system description, a deeper insight into the system performance, more detailed and elaborated experimental results. Moreover, detailed descriptions of the experimental setup and the experiments conducted to characterize the sensor are provided.

This article is organized as follows: Section II explains the pixel design and the system description, including the AER arbiters. Section III describes the system experimental setup. Detailed experimental results of a single test pixel and the entire pixel array are provided. Finally, Section IV draws some conclusions and further system improvements.

II. SYSTEM DESCRIPTION

Fig. 1 displays the main system blocks. The color change temporal differentiator is made up of a 16 × 16 pixel matrix. Each pixel has three stacked photodiodes and some circuitry to detect temporal color changes. Pixels send out events when detecting transient color changes. Each pixel can generate four different kinds of events that indicate four different color transitions. For this reason, two extra bits are needed to encode the event type sent by each pixel. One bit of the event type bits is attached to the 4-bit column address, and one to the 4-bit row address, these are multiplexed. Therefore five bits are needed to encode the column addresses and five bits are needed to encode the row addresses. We used the arbitration scheme proposed by Häfliger in his PhD dissertation [13]. Such arbitration scheme is based on the one proposed by Boahen [14], with some modifications to add pipeline operation at the row operation. The circuitry has been previously implemented in other designs [7], [15] and can handle events rates up to 10Meps that is enough to arbitrate event rates from medium size pixel arrays. It is made up of some logic to handle the AER communication, multiplexers, and arbiters. In addition, a test pixel was included in the chip. The test pixel has several scan buffers connected to its internal nodes to measure their voltages as it will be depicted in the Experimental Results section.

A. Pixel Design

Fig. 2 shows the main pixel core constitutive blocks. The pixel design is inspired by the one proposed by Berner et al. [6] to detect color transitions. That one was based on the original one with switched capacitors proposed by Lichsteiner et al. [16]. The new pixel has been extended to operate with three stacked photodiodes and to handle the AER communication of a pixel matrix. Each pixel has three stacked photodiodes at different depths. Light penetration depth depends on photons wavelength [7]. Photons with higher energy (shorter wavelengths) travel less time though the crystal before generating electron-hole pairs. Hence, the top photodiode is more sensitive to blue light, and the bottom one more sensitive to longer wavelengths. For simplicity, let us denote $I_B$, $I_G$, and $I_R$ the photocurrents through the top, the middle, and the bottom photodiodes. Combination of these currents go to logarithmic photoreceptors whose outputs are voltages that depend on their input photocurrents. The next stage consists of two different amplifiers that amplify transient variations of their input voltages. Inputs to the amplifiers are buffered by source followers. Amplifiers are followed by several comparators that send out spikes. Finally there is some logic to handle the AER communication that is also included in the pixel and will be explained afterwards.

Fig. 3 depicts the logarithmic photoreceptors circuitry and how the two kind of photoreceptors are connected to the stacked
photodiodes. Since the photocurrents flowing through the photodiodes have different directions, an N-MOS version and P-MOS version of the photoreceptor have to be used depending if the photocurrents sink or go out of the photoreceptors. The outputs of three logarithmic photoreceptors are

\[ V_{V_{1}} = U_{T} \frac{1}{\kappa_{1}} \ln \left( \frac{I_{D}}{I_{S1}} \right) + V_{T} \]  

(1)

\[ V_{V_{2}} = -U_{T} \frac{1}{\kappa_{2}} \ln \left( \frac{I_{D} + I_{C}}{I_{S2}} \right) + V_{T} \]  

(2)

\[ V_{V_{3}} = -U_{T} \frac{1}{\kappa_{3}} \ln \left( \frac{I_{D} + I_{C}}{I_{S3}} \right) + V_{T} \]  

(3)

Please note that the P-MOS version of the photoreceptor has negative gain. The voltage variations at the source followers outputs will be

\[ \Delta V_{s1} = U_{T} \frac{\kappa_{1}}{\kappa_{1}} \Delta \ln \left( \frac{I_{R}}{I_{S1}} \right) \]  

(5)

\[ \Delta V_{s2} = -U_{T} \frac{\kappa_{13}}{\kappa_{8}} \Delta \ln \left( \frac{I_{R} + I_{C}}{I_{S1}} \right) \]  

(6)

Source followers are necessary to drive the output voltages to the differencing amplifiers that have a high input capacitive load. The output voltage variations at the differencing amplifiers outputs can be approximated as:

\[ \Delta V_{diff} \approx \frac{C_{in}}{C_{out}} \Delta V_{in} - A \Delta V_{in} \]  

(7)

The input voltages \( V_{in} \) - \( V_{in} \) and \( V_{in} \) - \( V_{in} \) of (4) - (6) will be amplified by the differencing amplifiers

\[ \Delta V_{diff1} = -A_{1} U_{T} \frac{\kappa_{13}}{\kappa_{8}} \Delta \ln \left( \frac{I_{R} + I_{C}}{I_{S1}} \right) \]  

\[ + A_{2} U_{T} \frac{\kappa_{17}}{\kappa_{8}} \Delta \ln \left( \frac{I_{R} + I_{G}}{I_{S1}} \right) \]  

(8)
For simplicity, we can assume that all the \( \kappa \) coefficients values are the same. The capacitors values have been chosen the same to obtain identical gain values, i.e., \( A_1 = A_2 = A_3 = A_4 = C_3/C_1 = C_4/C_1 = C_5/C_2 = C_6/C_2 \). Hence, the previous equations can be simplified:

\[
\Delta V_{\text{diff1}} = -A_2 U_T \frac{\kappa_{15}}{\kappa_9} \Delta \ln \left( \frac{I_B + I_G}{I_{\text{eq}}} \right) + A_2 U_T \frac{\kappa_{17}}{\kappa_8} \Delta \ln \left( \frac{I_G + I_R}{I_{\text{eq}}} \right). \tag{9}
\]

Examining (10) and (11), we can deduce that a negative increment of \( V_{\text{diff1}} \) can be interpreted as a shift to the blue and positive increment means a shift to the green in the spectrum. A negative increment of \( V_{\text{diff2}} \) can be interpreted as a shift to the red/near infrared and positive increment means a shift to the green in the spectrum. Amplifiers outputs are connected to comparators with adjustable thresholds monitoring whether \( V_{\text{diff}} \) has increased or decreased. Hence, four different event types can be sent out by the pixel: \( \text{ON}_1, \text{OFF}_1, \text{ON}_2, \text{OFF}_2 \), as it is displayed in Fig. 3.

In Fig. 3 the area of the gate of the PMOS transistor \( M_8 \) is smaller compared to NMOS transistors \( M_1 \) and \( M_9 \) in order to compensate the difference between \( \kappa_9 \) and \( \kappa_{1/9} \). The slope factor for the transistors operating in subthreshold region is determined by \( n = 1/\kappa - 1 + C'_{j0}/C_{ox} \), where \( C'_{ox} \) is a gate capacitance and \( C_{j0} \) is a junction capacitance. Due to the higher doping level in n-well compared to PSUB, the depletion capacitance \( C_{j0} \) for the PMOS transistor is higher. Based on \( C_{j0} = W/L \sqrt{q_0 N_{\text{sub}} / (4 \Phi_F)} \), by reducing the area of PMOS transistor \( M_8 \) the junction capacitance decreases, which results in similar values of \( \kappa_8 \) and \( \kappa_{1/9} \).

\[\text{Fig. 4. Complete pixel block diagram including AER logic. Analog part is described in Fig. 3.}\]

\[\text{Fig. 5. Stacked photodiodes cross section diagram. (a) Design layers.} \]
\[\text{(b) n-p junctions. (c) Stacked photodiodes diagram.}\]

B. Pixel AER Logic

Pixels use Address Event Representation (AER) protocol to send out spikes when detecting color changes \cite{13}. To handle the AER communication, some logic circuitry have to be added to the pixel as it is displayed in Fig. 4. Pixels can generate four different event types \( \{\text{ON}_1, \text{OFF}_1, \text{ON}_2, \text{OFF}_2\} \). For arbitration purposes, each pixel can be considered as an array of four pixels arranged in a 2 x 2 pixel matrix as it is depicted on the top-right corner of Fig. 4. Two bits are used to encode the different four event types. The X—and Y-addresses have five bits. Four of them are dedicated to encode the pixel column/row number and the other one contains event type information. Therefore, logic to handle the AER communication has to be replicated twice. Every time that the input signals \( \text{RES} \) and \( \text{RES} \) are active simultaneously, the corresponding differencing amplifier that has elicited one spike is reset. Note that one differencing amplifier cannot generate \( \text{ON}_1 \) and \( \text{OFF}_1 \) events simultaneously. The voltage \( V_{\text{reset}} \) is tunable pull up voltage that controls the rise time of the reset pulses. This rise time is called a refractory time. As it is in real neurons, a refractory time is a silent time between consecutive spikes of the same pixel. It is useful to limit pixels activity.

C. Stacked Photodiodes

Some modern CMOS fabrication technologies offer the possibility of fabricating a deep n-well to isolate the substrate of p—or n-MOS transistors. This n-well diffusion can be also used to create two buried photodiodes that can also sense photons. If we combine a n-well diffusion with a deep n-well diffusion as is shown in Fig. 5, it is possible to stack three different photodiodes in silicon. Each one will have different spectral sensitivity. The top one will have a peak of sensitivity closer to the blue, the middle one will have more sensitivity close to the green, and the bottom one will be more sensitive to light in the red/NIR band. Unfortunately, the depth of the different p-/+n+ junctions is not disclosed by the foundry and cannot be chosen by the designer. We will refer in the paper to the photodiodes spectra as B, G,
TABLE I
TRANSLATION OF ON, OFF EVENTS INTO COLOR CHANGES

<table>
<thead>
<tr>
<th>Event</th>
<th>Spectra ratio</th>
<th>Color change</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON₁</td>
<td>∝ B₁/₁יכול</td>
<td>bluer</td>
</tr>
<tr>
<td>OFF₁</td>
<td>∝ B₁/₁ר</td>
<td>greenrier</td>
</tr>
<tr>
<td>ON₂</td>
<td>∝ B₁/₁ך</td>
<td>redder</td>
</tr>
<tr>
<td>OFF₂</td>
<td>∝ B₁/₁곤</td>
<td>greenier</td>
</tr>
</tbody>
</table>

TABLE II
CHIP SPECIFICATIONS

<table>
<thead>
<tr>
<th>Fabrication process</th>
<th>TSMC 90 nm CMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Supply</td>
<td>2.3V</td>
</tr>
<tr>
<td>Color transitions detected</td>
<td>R+G+B</td>
</tr>
<tr>
<td>Interface</td>
<td>AER</td>
</tr>
<tr>
<td>Pixel size</td>
<td>82μm x 82μm</td>
</tr>
<tr>
<td>Photodiode size</td>
<td>41.5μm x 43.4μm</td>
</tr>
<tr>
<td>Fill factor</td>
<td>27%</td>
</tr>
<tr>
<td>Pixel complexity</td>
<td>58 transistors, 6 MIM capacitors</td>
</tr>
<tr>
<td>Array size</td>
<td>16x16</td>
</tr>
<tr>
<td>Die size</td>
<td>1.3mm x 1.3mm</td>
</tr>
<tr>
<td>Power consumption</td>
<td>9 – 19mA @ 2.5V</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>58dB</td>
</tr>
<tr>
<td>Intra-Scene Dynamic Range</td>
<td>40dB</td>
</tr>
<tr>
<td>Pixel bandwidth</td>
<td>2.7GHz</td>
</tr>
</tbody>
</table>

Table III
TEST LED SPECIFICATIONS

<table>
<thead>
<tr>
<th>LED Color</th>
<th>Min. Wavelength</th>
<th>Typ. Wavelength</th>
<th>Max. Wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>615nm</td>
<td>625nm</td>
<td>635nm</td>
</tr>
<tr>
<td>Green</td>
<td>520nm</td>
<td>525nm</td>
<td>535nm</td>
</tr>
<tr>
<td>Blue</td>
<td>455nm</td>
<td>460nm</td>
<td>465nm</td>
</tr>
</tbody>
</table>

Fig. 6. (a) Chip microphotograph. (b) Pixel layout. Chip dimensions are 1.3 mm x 1.3 mm. Pixel dimensions are 82 μm x 82 μm.

and R. Incident radiations shifts within the visual spectra will cause transient photocurrent variations that will be detected by the pixels processing circuitry. We assume that spectral ratios are equivalent to measured photodiodes current ratios. Table I depicts how different ON, OFF events are translated into spectral ratio variations and color changes.

III. EXPERIMENTAL RESULTS

A 16 x 16 pixel array was fabricated in the standard TSMC 90 nm CMOS process. A custom PCB with an attached 4 mm F/1.2 C-mount lens was designed to test the system. The AER data from the vision sensor was logged by the USBAERmini2 board [17] and then this data was sent through a USB port to a PC. A custom Java interface was adapted to show real time color transitions [18]. Main system specifications are summarized in Table II. Chip dimensions are 1.3 mm x 1.3 mm. Fig. 6(a) and (b) show a chip microphotograph and the pixel layout of a single pixel, respectively. In addition to the 16 x 16 pixel matrix, the pixel and its arbitration system, two test structures were included in the chip: a set of three stacked photodiodes and a test pixel with several analog scan buffers as it is shown in Fig. 6(a).

A. Experimental Setup

We describe here the different experimental setups for the different measurements that will be explained in the next subsections.

To characterize the photodiodes spectral sensitivity (see Section III-B), the chip was illuminated with the BPS101 Tungsten Halogen Light Source with different color filters, centered at different wavelengths ranging between 400 nm and 950 nm. The sensitivity measurements, light source irradiance for different wavelengths, filters attenuation factors and bandwidths (50 nm or 80 nm, depending on the filter) were taken into account. In order to characterize DC responses of logarithmic photoreceptors, the BPS101 Tungsten Halogen Light Source with different attached neutral density filters was used (see Section III-C-1). To measure the color change sensitivity of the test pixel (see Section III-C-2) and the pixel bandwidth (see Section III-C-4), a test bench to dynamically change input colors was built. Three high-power full color LEDS FS0360 from Seoul Semiconductor emitting light at different wavelengths were available for the experiments (see diodes specifications on Table III). In the test bench shown in Fig. 7, two LEDs were used simultaneously to introduce controlled transient color changes. Light from two separate RGB diodes was mixed and transmitted by a dual branch light guide (Dolan-Jenner E809). Two input branches of the light guide were attached to the PCB with individual RGB diodes. The output branch was attached to the PCB with the sensor. The light intensity of the diodes was controlled by a waveform generator. Such solution enabled to vary different colors ratios...
of emitted light in order to measure the pixel sensitivity to changes in colors ratios.

To determine the sensor matrix array response to moving color stimuli (see Sections III-D-1 and III-D-3), the experimental setup of Fig. 8 was set. The vision sensor was stimulated by a beam of a collimated light (strong light dot) over different color backgrounds. The background color was projected by another PCB equipped with six single color LEDs (two red, two green, and two blue SZB05A0A diodes). Such solution provided scattered light suitable to project a background illumination.

B. Photodiodes Spectral Response

As we explained previously, the photodiodes depths are not disclosed by the foundry. For this reason, the photodiodes design was conservative (41.5 μm x 43.4 μm) and not optimized in terms of area consumption. Fig. 9(a) shows the measured spectral response of the three photodiodes normalized with the sum of the three photocurrents that we measured. Photodiodes have different quantum efficiencies and different junction capacitances that are not known accurately. As we were expecting, the top one is the least sensitive to light, and the bottom one is the most sensitive. The bottom one has higher quantum efficiency and the size of its depletion region is bigger than others. Note that we are not interested in photocurrent absolute values to detect color transitions. The current ratio variations is what is processed to detect color changes. Fig. 9(b) displays the computed values of the two current ratios [see (10) and (11)], whose variations provoke events that indicate color transitions and illustrates how these ratios can be used to discriminate between colors. As we discussed previously, photocurrent ratios are proportional to spectral ratios. The R/G ratio increases when the color spectrum shifts towards red, and B/G ratio decreases when the color spectrum shifts towards blue. The ratio B/G exhibits weaker dependence on color spectra, it has steepest slope up to 650 nm and after that is flat, while the R/G ratio has almost constant slope over the entire tested spectrum. The ratio B/G exhibits weak dependence on longer spectrum wavelengths because both the top and the middle photodiode are least sensitive in this region. Possibly the top and the middle photodiodes are located much shallower than the third one, so only very energetic photons can be caught by these photodiodes. Thus, if a narrow band light source moves from 600 nm to 400 nm wavelength it would clearly lead to positive B/G events and negative R/G events as it is summarized in Table I. Inversely, if a narrow band light source moves from 600 nm to 900 nm wavelengths, it would lead to positive R/G events. Eventually, it would also lead to a few negative G/B events.
C. Pixel Performance

1) Logarithmic Response: The sensor was illuminated by the coherent flat spectrum light beam. Different combinations of the Newport metallic neutral density filters of different transmittance were placed between the light source and the camera. The outputs of logarithmic photoreceptors from Fig. 3 were measured with scan buffers included on chip. The resulting responses are shown in Fig. 10 (top). Voltage $V_{c2}$ is the output of the P-MOS and $V_{c3}$ is the output of the N-MOS photoreceptor. Tested photoreceptors perform logarithmic amplification over the entire measurement range. They have opposite gains because P-MOS photoreceptor sinks and N-MOS photoreceptor drives the photocurrents.

Both logarithmic photoreceptors responded oppositely to a light transient intensity change. Ideally, if both signal pathways had the same gains, the sum $V_{c2} + V_{c3}$ would give a flat line. In bottom plot in Fig. 10 we observed a change of the sum approximately 50 mV over 3 decades light intensity change. In section System Description, we discussed how to size the PMOS transistor $M_2$ and NMOS transistors $M_1/M_0$ so the difference between their slope factors was minimized as the simulation results suggested. However, the bottom plot in Fig. 10 suggests that slope factor in subthreshold region in TSMC90 nm CMOS process is not accurately modeled, as it was also reported for another process by Berner et al. [6].

2) Color Changes Detection: We characterized the pixel response to different color intensity changes and compared these responses with the assumed translations from Table I.

First, we measured the pixel response to a continuous red-green intensity change by illuminating its surface with 3 Hz triangular out-of-phase red and green light beams. The $V_{ON}$ voltage thresholds were set to $V_{ON} = 0.99$ V and $V_{OFF} = 1.06$ V. Top plots in Fig. 11 show the currents through the LEDs and remaining plots show the $V_{diff}$ voltages responses of a single test pixel to such stimuli. $V_{diff}$ is the differencing amplifiers output voltage when resetting them. As shown in Fig. 11(a), transient shifts between the R to the G spectra provoke events when variations of the output voltage $V_{diff2}$, representing the R/G spectra ratios, exceeds the voltage thresholds $V_{ON}$, and $V_{OFF}$. We observed roughly four $ON_{N2}/OFF_{F2}$ events. We did not observe $ON_{N1}/OFF_{F1}$ events from the variations of the second photocurrent ratio $I_B/I_{B+G}$. Ideally, with no blue light change stimulus we would expect strong variations of $V_{diff1}$. However, as shown in Fig. 9(a), since the photodiodes have not narrowband spectra, the top photodiode also responds to green light, resulting in the same proportional change of the nominator and the denominator of the photocurrents ratio $I_B/I_{B+G}$. The transient shifts between the B to the G spectra [Fig. 11(b)] provoked four types of events. Events $ON_{N1}$ occur for the positive increment of blue light (B/G increases) and conversely, $OFF_{F1}$ events occur for the positive increment of green light (B/G ratio decreases). Besides that, we received a similar number of $OFF_{F2}$ and blue$ON_{N2}$ events. Blue The current driving the blue LED in the most upper plot of Fig. 11(b) had higher range compared to other currents because the top photodiode has lower quantum efficiency than the rest of the photodiodes. The shape of the current driving the blue LED did not follow the triangular shape because the circuit controlling the brightness of the LED was providing almost its maximum output current for this experiment. Finally, for the continuous blue-red contrast changes [Fig. 11(c)], we observed the same response scheme as for the spectra shifting between B and G, but with higher variations of the output voltage $V_{diff2}$, and the moderate activity of the output voltage $V_{diff1}$. The output voltage $V_{diff2}$ exhibits high activity for spectra shifting between B and R because the change coefficient $\Delta(I_B/I_G)$ is higher for this case as shown in Fig. 9(b)

The comparator thresholds $ON_{N}$ and $OFF_{N}$ were set identical because they are set and determined by identical comparators. However, the plots in Fig. 11 suggest that the events generated by $V_{diff1}$ are triggered for lower thresholds than for
The reason for this is the mismatch between two analog buffers which bring voltage outputs $V_{diff1}$ and $V_{diff2}$ to the output pads.

The final observations conclude that pixels are more sensitive to R/G variations rather than B/G, because, as it was shown in Fig. 9(b), the R/G ratio has much steeper slope than B/G ratio for color changes. For the color transitions between R and G spectra, only R/G events are elicited [Fig. 11(a)]. On the other hand, if the color transitions between spectra involve shorter wavelengths [Fig. 11(b) and (c)] we obtain both R/G and B/G types of events out of phase, e.g., positive R/G events always follow negative B/G events and vice versa.

3) Light Intensity Change: Fig. 12 shows the pixel response to an intensity change. We modulated the intensity of only one LED and the other one was turned off, so only the light intensity was modulated, without changing the spectral color. The LEDs intensity was swept within similar range as in Fig. 11. We kept the same $V_{ON}$ and $V_{OFF}$ voltage thresholds as in the previous test. The fluctuations of the output voltages $V_{diff1}$ and $V_{diff2}$ for the red and green light intensity changes are due to the non-identical gains in signal pathways $V_{a1}$, $V_{a2}$, and $V_{a3}$. Recording events during 2 seconds, we observed 1-2 spurious spikes when stimulating with the red and green LEDs. We received 4-5 spurious spikes for the blue color intensity variations, what is more than for the two other colors intensity variations. This behavior can be explained by the low sensitivity of the stacked photodiodes to short wavelengths. The blue color does not penetrate through the substrate sufficiently and does not generate a sufficient amount of photocurrent in all three photodiodes. As a result, the assumptions of the logarithmic gains in (10) and (11) are not always valid and the pixel does not operate properly.

4) Pixel Bandwidth: The test pixel was stimulated by a sinusoidal red LED light of 1klux brightness with a green LED generating a constant background. The bias values were set to optimize speed of the differencing amplifiers and the refractory period was set much smaller than the all stimuli period values in the experiment to ensure it did not affect the bandwidth measurements. Events $ON_{2}/OFF_{2}$ were counted for 20 cycles for the stimulus frequency ranging from 10 Hz to 10 kHz and results were divided by the number of stimulus cycles. The pixel has a second order response as is shown in Fig. 13 with a resonance peak about 1.5 kHz before the response rolls off. For the frequency value of 2.7 kHz the measured pixel sensitivity is reduced to the half, what is equivalent to the pixel bandwidth.

D. Matrix Array Performance

1) Focal Plane Color Changes Detection: The remaining tests were performed on the entire pixel matrix with a rotating intensive light dot (beam of a collimated light) over different color backgrounds. For different stimuli the sensor generated asynchronous pixel events that were conveyed off-chip by the Address Event Representation (AER) protocol and recorded. Then we used this recorded data to reconstruct space-temporal images, as shown in Fig. 14. Fig. 14(a) shows the response to a rotating green dot over a red background, Fig. 14(b) shows the response to a rotating green dot over a blue background, and Fig. 14(c) shows a rotating red dot over a blue background.
Rotating dots and the background illumination were generated by the narrow band photodiodes described in Section III-A. Comparing Fig. 14(a) with Fig. 14(b), (c), we observed that for the first case (green dot over a red background) much more events representing changes of the R/G ratio are registered. We can identify the green-red transitions: green events precede while red events follow the stimulus. The pattern in Fig. 14(a) is similar to the one from Fig. 11, where we obtained much more ON2/OFF2 events. Spurious events ON1/OFF1 are most probably elicited by the crosstalk between ON2/OFF2 and ON1/OFF1 events types. The tests in Fig. 14(b) and (c) which involve shifts between blue and green, and between blue and red spectrum, are similar. In both cases more events representing changes of the B/G ratio are elicited than R/G ratio, meaning that if there is a blue color spectrum involved in color transitions, ON2/OFF2 events are dominating. This indicates that the camera is capable of detecting transitions between adjacent primary color spectra, e.g., R ↔ G and B ↔ G, rather than R ↔ B directly. Three snapshots with different time-stamps illustrating the live color transitions of the corresponding tests are shown in Fig. 14. In order to discriminate between red and blue spectra, we decoded ON1 and OFF1 events as a transitions between adjacent spectra. In other words, based on how many events have been accumulated, ON1 events are decoded as a color transitions from red through green and finally to blue, and inversely OFF1, events are decoded as a color transitions from blue through green to red. Finally, events ON2 and OFF2 were decoded, as initially assumed in Table I, as a shift between red and green colors. Fig. 16(a) illustrates the decoding process of the events into live color transitions. Every time that an event is received, the color associated to each pixel is updated and stored. Combining this information with the incoming events, the color transitions between primary colors are detected and displayed. Fig. 16(b) displays how events are received within a possible scenario of transient color transitions. It should be noted that for this design, there is no circuit implementation which can directly compare transitions between B/R spectra. The proposed approach, based on analyzing the resulting events, does not provide direct discrimination between B/R spectra, but it provides a possibility to track changes between adjacent spectral regions.

In another experiment, we moved paper sheets with printed blue-green and red-green discontinuities in front of the vision sensor following the direction of the arrows plotted in Fig. 15. We measured the responses to blue → green → blue and green → red → green color transitions, as shown in Fig. 15(a) and (b) respectively. Surface slopes in Fig. 15 indicate how fast the color edges were moved through the visual field of the camera. It can be estimated that the entire displacement took approximately 0.5 s. Pixels activity was limited by the refractory time to limit the number of events 1-2 events per edge with such strong color transitions.

2) Uniformity of Response: In order to quantify the uniformity of the response, a gradual blue → green → blue transition was swept in front of the entire visual field of the sensor. The test was repeated 30 times for 4 different thresholds between ±50 mV and ±150 mV. All ON1 and OFF1 events were counted and used to calculate the distribution of the
events per pass of a single color transition and corresponding fitted gaussian distributions, shown in Fig. 17. For the highest threshold we observed an average of 1.3 ON1 and 1.2 OFF1 events per the transition and for the lowest: 21.2 ON1 and 18.2 OFF1 events. Similarly as reported in [16] we can observe that the width of the distributions is inversely proportional to the thresholds, indicating that for small settings of thresholds, the comparators mismatch becomes dominating.

3) Dynamic Range: We tested the sensor intra-scene dynamic range by monitoring the camera response to the movement of the partly shaded rotating colorful disc of Fig. 18(a). We used yellow color instead of green in order to provoke larger variations of B/G ratio. As we explained previously in Section III-B, the top and the middle photodiodes have similar spectral sensitivity, the ratio B/G exhibits weaker dependence on color spectra shifts than the R/G ratio. Yellow-blue shifts in the spectrum are easier to distinguish because yellow color spectrum contains primary colors with longer wavelengths towards red. The disc was exposed to the light of illuminance of 60klux.

A neutral density filter of 2 decades attenuation was placed in front of the sensor covering partly the visual field of the camera.
to create an illumination step. We show four different snapshots at different timestamps. We can recognize in the images four edges: one red, one blue and two green. The top green edge at the time of 0 ms indicates a shift from blue to green spectrum and the bottom green edge indicates a shift from red to green spectrum. The blue edge is tailing because the photoreceptor bandwidth is proportional to photocurrent, [20]. This experiment proves that the vision sensor has an intra-scene dynamic range of 40 dB.

The same experimental setup with a rotating colorful disc was used to test the camera dynamic range, but this time we provided uniform light conditions across the visual filed of the camera. The camera was able to discriminate colors for the illumination conditions ranging from 120 lux up to 1000 lux, thus the camera has a dynamic range of 58 dB.

4) Temporal Noise: A static uniform white scene was set in front of the vision sensor and all possible sources of unwanted noise, as flickering light bulbs, computer displays, were turned off. For such uniform and noiseless scene conditions we recorded undesired spurious ON events and OFF events within time of 50 s and then we used these results to compute the average event rate. Fig. 19 shows the pixels average event rate and their standard deviation as a function of chip illuminance. Error bars in Fig. 19 top show the maximum and minimum pixel values. Some pixels have an ideal behavior and did not fire. This undesired pixels activity is a result of noise sources in the circuit and it increases inversely proportionally to the light intensity because the power spectral density noise spectrum at the output of differencing amplifier $V_{diff}$ is, according Berner et al. [6]

$$S_c(f) \approx \frac{8A^2U^2q}{I_{ph}} \cdot \frac{1}{1 + \left(\frac{f}{f_0}\right)^2}. \quad (12)$$

Where A is the gain of the differencing amplifier, $I_{ph}$ is the input photocurrent, and $f_0$ is the 3 dB cutoff frequency of the differencing amplifier. For illumination conditions below 0.1 lux this noise provokes many undesired events which dominate, so the contrast recognition becomes not possible any more, what established the lowest value of illumination where the sensor can operate. For higher illumination values, we did not experience any limitation in the sensor operation.

E. Power Consumption

The chip power consumption (excluding pads, and analog and digital buffers of the test pixel) varies between 9–19 mA, depending on bias settings and the event rate. The power consumption could be reduced in further designs by resizing the differencing amplifier transistors of Fig. 3. The differencing amplifiers are implemented as common-source amplifiers with a quiescent current flowing through transistors $M_{18}, M_{20},$ and $M_{22}, M_{24}$. This quiescent current is dominant source of power consumption of the pixel and the entire matrix. We managed to limit the quiescent current, and hence decrease the power consumption, by lowering a default bias voltage $V_{diff}$, to hit the rail, another solution to limit the power consumption of the sensor is to decrease the conductances of transistors $M_{19}, M_{26}, M_{23}, M_{24}$.

F. Benchmarking and Comparison to the State-of-the-Art

Table IV compares the features and performance of our work with previously reported contributions with pixels having stacked photodiodes to achieve spectral sensitivity. We have classified the sensors according to their functionality, i.e., color intensity detection or color temporal contrast detection. Graaf et
al. proposed a synchronous pixel with two stacked photodiodes in 1997 implemented in BIFET technology [19]. Later on, an improved version in CMOS technology was presented by the same authors, [9]. It was a single synchronous sensor with one pixel and A/D conversion. After these pioneering contributions, Olsson et al. proposed a concept of bio-inspired event-based vision pixel capable of differentiating two spectral regions, [5]. It was an octopus pixel. In 2011, Berner et al. presented a color dynamic vision pixel to detect temporal transitions between two spectral regions [6]. It was the first bio-inspired pixel capable of doing some in-pixel color processing. Afterwards, the authors initiate a research line based on incorporating stacked diodes with three p/n junctions to discriminate three spectral regions within the visible spectrum and render tri-color images closer to the human perception. The first AER color pixel array was an octopus retina capable of rendering RGB intensity images with PDM (Pulse Density Modulation) or TFS (Time-to-first-spike) readouts [7]. Based on this work and the remarkable contribution of Berner et al. [6], we decided to adapt the pixel circuitry to detect transient transitions between primary colors. With this new work we also give light to solve technical questions like the pixel array testing and how to interpret and reconstruct the temporal contrast information provided by three different stacked photodiodes. We have programmed a Java interface to process the incoming events and display real-time images that represent transient color transitions. Detailed experimental results from a single test pixel and from a pixel array are reported. Since the vision sensor abandons a global integration time and each pixel communicates asynchronously whenever it detects temporal color contrast, the post processing load on a CPU, based on color codes or colored object outlines, is relaxed. This vision sensor has good potential for an automotive robotics applications where high speed temporal color contrast recognition, especially of fast moving objects in different lighting conditions, is demanded. Pixel design was quite conservative because the photodiodes’ spectral sensitivity was unknown beforehand. In future work, pixels size could be better optimized in terms of area. We believe that color change detectors could coexist with other vision sensors in the same chip to model part of the visual processing of the human retina.

IV. CONCLUSIONS

We built and tested the first focal plain array of bio-inspired AER pixels that mimic color opponencies among primary colors in the retina. Its pixels are capable of detecting fast transient color changes between adjacent primary colors (up to 2.7 kHz). We proposed a post-processing method to decode events into color transitions between nonadjacent color spectra (R <-> B) and implemented an interface displaying these events as real-time color changes. Detailed experimental results from a single test pixel and from a pixel array are reported. Since the vision sensor abandons a global integration time and each pixel communicates asynchronously whenever it detects temporal color contrast, the post processing load on a CPU, based on color codes or colored object outlines, is relaxed. This vision sensor has good potential for an automotive robotics applications where high speed temporal color contrast recognition, especially of fast moving objects in different lighting conditions, is demanded. Pixel design was quite conservative because the photodiodes’ spectral sensitivity was unknown beforehand. In future work, pixels size could be better optimized in terms of area. We believe that color change detectors could coexist with other vision sensors in the same chip to model part of the visual processing of the human retina.
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Abstract—This work presents a novel concept for a miniaturized two-axis asynchronous Sun sensor which will be a part of a sounding rocket- and micro-probe Attitude Determination System. The sensor is composed of only two lines of bio-inspired pixels performing asynchronous in-pixel parallel processing, and two optical slits aligned above the chip. The Sun location is determined with much higher temporal resolution than synchronous sensors could achieve. Furthermore, the sensor output data directly indicates the Sun’s position, without the need for any further processing (except initial calibration procedure). Also the power consumption is expected to be small in comparison to traditional Sun sensors, thanks to abandoning the need for a clock. This approach occupies much less area than previously reported Sun sensors. Hence, the remaining chip area can be used to realise a system-on-chip integrating other sensor interfaces, and processing- and communication units. This allows a high degree of integration and miniaturization which is essential for the planned micro-probe application. The simulations proved the Sun sensor to have temporal resolution of 1ms, standby power consumption of only a few pico-Watts and achieved a resolution of $\approx 0.5^\circ$.

I. INTRODUCTION

The Sun is the most attractive celestial body for navigation, because it is the brightest object in our solar system and when observed from the Earth orbit it has small enough radius to be modelled as a point source [1]. Hence, Sun sensors are widely used in various systems, e.g. for space applications, such as satellites, sounding rockets, and space probes, as well as terrestrial applications involving renewable energies, tracking the Sun to improve the photovoltaic plants efficiency. In space applications Sun sensors are part of the Attitude Determination and Control System (ADCS) to determine the orientation of space instruments. Sun sensors provide a measurement of the Sun vector in two or more axes in the instrument’s coordinates. Most of the Sun sensors share similar operating principle of using patterned masks, such as slits, pinholes or multi-aperture arrays, over a light sensing focal plane. The detector, located under the mask, senses the projected pattern and based on some geometrical properties of this pattern it determines the Sun vector. The Sun sensors can be divided into two groups: digital and analog. With digital Sun sensors, photo-detection is realized by a line [2] or array [3], [4] of pixels. Each pixel in the array accumulates a given amount of photo-current proportional to the incident light intensity, and this accumulated charge is sampled and digitized with a fixed sampling rate. For each array readout, digital Sun sensors produce raw data from the entire focal plane, and additional post processing with algorithms [5] extracting the peak-illumination patterns has to be performed. The performance of digital Sun sensors strongly depends on the processing workload. This is not efficient in terms of power consumption and the data bandwidth, especially for space applications. Also the temporal resolution of such sensors is limited by the pixels’ fixed time intervals for reading out of the accumulated charges. On the other hand, analog Sun sensors [6] [7] use only a few big photodiodes and the Sun vector is obtained from the ratios of the currents generated by these photodiodes. Hence, these sensors are not limited by a global integration time, produce less data and consume less power. However, analog Sun sensors are not robust against spurious light. The photodiodes translate all the reflectances, light from other bright celestial bodies, and stray light into photocurrents with no possibility of spatial selection and exclusion of distractors, unlike digital Sun sensors. Another approach to realize a Sun sensor is to abandon slits or pinholes and to employ full optic lenses to track the entire Sun’s disk as in [8]. The authors in [8] achieve high accuracy, but the sensor uses an entire CCD camera and requires sophisticated geometric calibration and complicated feature extraction algorithms to obtain the Sun vector.

II. SYSTEM CONCEPT AND DESIGN

In this paper we propose a Sun sensor that takes advantage of both analog and digital Sun sensors. Namely, it takes advantage of spatial selectivity of vectors of pixels, but it is not limited by a global integration time and frame-delay, it consumes less power and the processing of the data is performed already inside the pixels, with no the need for post-processing to extract the Sun coordinates. The proposed Sun sensor takes its inspiration from neurons that compete through common inhibition. To the best of our knowledge this Sun sensor is the first one which takes its inspiration from biological systems. This asynchronous Sun sensor is designed specifically for micro-satellites and space probes, where the payload size is severely restricted. Thanks to implementing two 1-D pixel vectors instead of a 2D array in a standard CMOS process, the remaining chip area can be used for other sensor-interfaces, analog to digital converters, and communication- and processing circuits for these space probes. The high temporal resolution and fast response is also crucial for space probes and sounding rockets applications, because usually they have high spin rates, quick update rates, and good temporal accuracy of their attitude is thus essential. The Sun sensor consists only of two one-dimensional pixel arrays organized in an L-shape along two chip borders and two optical slits above, also organized in an L-shape. As illustrated in Fig. 1, the slits are not aligned with the pixel array, but they are rotated 180° and moved such that the corner of the...
L-slit is located exactly above the center of the chip. Fig. 1 shows a case for a collimated light beam perpendicular to the surface of the Sun sensor. In this case the Sun projects an L-shape pattern and the two intersection points with the pixel arrays are in their centre. For non-orthonormal orientations the intersection points will shift from the arrays centres and the distance from the centre will indicate the Sun’s deviation from the orthonormal position. As shown in Fig. 1 the projected L-shape pattern intersects with the pixels vectors in two places, so only few pixels are illuminated simultaneously, and only these pixels carry relevant information about the Sun orientation. The pixels arrays express a ‘winner-takes-all’ (WTA) behaviour, so they suppress any but the strongest light source. Hence only the winning pixel (or a configurable specified number of winning pixels) which accumulated the greatest amount of photo-charge will convey its coordinate in the array off-chip on an asynchronous bus.

A. Circuit design

Fig. 2 displays the main electronic blocks of the system. It consists of two one-dimensional pixel lines and the Address Event Representation (AER) communication periphery [9]. Each pixel integrates the incident light intensity, and when the integrated charge exceeds a voltage threshold it spikes and sends out a request with its own unique address to the AER periphery. Next to the pixel array there is another block sending communication requests to the AER periphery called Counter & Timeout. This block is assigned an unique address and it communicates with the AER arbitration system like the other pixels. However, this block does not sense light, but resets all pixels after a specific number of pixels have spiked. Counting is realized by monitoring how many acknowledge signals the sensor receives on BUS_REQ_X and BUS_REQ_Y. Additionally, the Counter & Timeout block resets all pixels periodically, with the frequency adjustable by an input node timeout.

B. Pixel Design

Fig. 3 shows the schematics of the pixel circuitry. The principle of operation of the pixel is similar to an Integrate-and-Fire (I&F) neuron described by Carver Mead in [10], with the difference, that it is not self-resetting, and the refractory period is not controllable. The input photocurrent $I_{ph}$ is discharging the capacitor $C_{soma}$ until the threshold $V_{ref}$ of the comparator is reached, which triggers the request pulse $REQ$. Low signal $RES$ from the AER arbitration system turns on transistors M1 and M2 and turns off transistor M3 in order to re-charge the capacitors $C_{soma}$ and reset the pixel. The transistor M3 is used to ensure that the reset time does not depend on the photodiode current. In other words, if transistor M3 is not implemented more time would be required to reset the pixel which is illuminated by a strong light. The behavior of the I&F
neuron is based on the translation of the input photocurrent into spike latency $T$, such that the pixel illuminated by a strongest light spikes first after the array wide reset:

$$
T = \frac{(V_{DD} - V_{ref}) \cdot C_{tot}}{I_{ph}}
$$

Voltage $V_{DD} - V_{ref}$ is the voltage drop required for the pixel to spike. The total capacitance seen by the photodiode is $C_{tot} = C_{j0} + C_{soma}$, where $C_{j0}$ is the junction capacitance of the photodiode.

C. Arbitration System

Pixels use Address Event Representation (AER) protocol to send out spikes when they integrate enough photo-charge. Requests are arbitrated using the arbitration system proposed by Häßler in his PhD dissertation [9] and implemented in some prior vision sensors [11]–[13]. The arbitration system can handle event rates up to 10Meps and is fast enough to arbitrate event rates from a two one-dimensional array of the proposed Sun sensor. It is made up by some logic to handle the AER communication, address encoders, and arbiters. For details refer to [9]. The timing of the different AER signals exchanged between pixels and AER periphery is shown in Fig. 4. As the pixel address is successfully read out, the pixel that has elicited this request is reset and the counter increases its stored register value $COUNTER#$. The pixels are being kept in reset and the global reset signal is provided from the Counter & Timeout block. In Fig. 4 the global reset is generated after ten spikes.

D. Time-to-First-Spike operation

We use a Time-to-First-Spike (TFS) mode [14] to obtain a WTA selection. The TFS principle of operation is illustrated in Fig. 5. As it was described in the Section II-C, each pixel is allowed to spike at most one single event because the pixels which have spiked are being kept in reset. The first pixels which spike are the winners carrying the most relevant information about the location of the strongest illumination on the array. The resulting output of the Sun sensor will provide a stream of coordinates of the $WINNING$ pixels in decreasing order of their illumination, as illustrated in Fig. 5. Since only a certain number of the strongest winners are allowed to spike before the global reset signal is provided, this operation can be considered as a customizable multiple winners-take-all circuit. Additionally, time delays between consecutive pixels spikes carry information about the strength of the photocurrent according to Eq. 1. The reason for making the system configurable to allow multiple winners is to have the flexibility to analyse the observed scene in more detail to deal with strong distractors or cases when the Sun is outside the field of view. For example with strong distractors the Sun can still be identified by its Gaussian intensity profile and the sensor response to the Sun will look like the function shown in Fig. 5. Single pixel spurious readouts can thus easily be distinguished and rejected, which consequently improves the Sun sensor accuracy.

E. A Micro-Package Optics Integration

Fig. 6 shows in details a micro-package optics onto which the chip will be flip-chip bonded along the chip edges. As described in Section II, the slits are rotated 180$^\circ$ and moved in relation to the pixels such that the corner of the L-slit is located exactly above the center of the chip. Note, that the L-shape optical slit above the chip extends beyond the borders of the chip. With such configuration we obtain a symmetrical field of view for both axes and with proper sizing of the micro-package we avoid the case when the input beam entirely overlaps along
one pixel array, and ensures that there are always at most 2
intersection points between beam and the pixels array.
For any non-orthonormal orientation the Sun will project an
L-shape pattern shifted from the centre of the pixel vectors
and the distance from the centre of these pixel vectors will
indicate the Sun’s deviation from the orthonormal position.
The relation between this distance $\Delta x$ and the Sun’s deviation
angle $\alpha$ from the orthonormal position is given as:

$$
\alpha = \arctan\left(\frac{\Delta x}{d}\right)
$$

(2)

Based on Equation 2 the maximum Sun angle detectable by
the sensor can be derived:

$$
\alpha_{\text{max}} = \min\left[\arctan\left(\frac{l}{2 \cdot d}\right), \arctan\left(\frac{w}{h}\right)\right]
$$

(3)

Two extreme positions of illuminated patterns shown in Fig. 6
can be derived from the Eq. 3. The two equations above
show that there are two trade-offs, the first between a field-
of-view ($\text{FOV} = \pm \alpha_{\text{max}}$) and the sensor sensitivity determined
between the distance $d$ and the pixels vector length $l$, and the
trade-off between FOV and the sensor resolution determined
between the slit width $w$ and the micro-package thickness $h$.
The resolution of the Sun sensor is given as: $R = \frac{\text{FOV}}{\#\text{pix}}$,
where $\#\text{pix}$ is a number of pixels in one array. Fig. 7 shows
how the pixels will be organized in a 2D array. Thanks to a
rectangular shape of the pixels layout in the AMS 0.35$\mu$m
opto-process with a photodiode size of 5$\mu$m x 5$\mu$m, the
distance of 8$\mu$m between centers of consecutive photodiodes
will be achieved. This will enable us to place 250 pixels
in line on our silicon die with a useable area of 2$\text{mm}$ x
2$\text{mm}$. According to preliminary discussions with a producer

Fig. 7: Structure of the 1-D vector of pixels layout.

F. Calibration and Data Processing

The calibration process will be necessary to measure and
compensate the misalignment between the optics position and
the pixels matrices. During the calibration process the Sun
sensor will be illuminated by a othonormal light beam and the
position of the pixels for such stimuli will be read, similarly
as is illustrated in Fig. 1. These new pixels positions for
the orthonormal Sun light will be used further for offset
subtraction off-chip. This calibration process will be carried
out only once after the Sun sensor is produced.
Further, the sensor will provide output data in form of stream
of coordinates and the counter stamp indicating the Sun’s
position according to the relationship from Eq. 2. Since the
slit width from Fig. 6 is bigger than the pixel size, it is
likely that for the orthonormal light beam, more than one pixel
will be illuminated by a maximum plateau equal near solar
constant irradiance. As a result, several pixels may spike with
similar timing before the Gaussian drop-off becomes valid.
This possible limitation can be overcome by the described
multiple winners-take-all approach and some additional off-
chip processing of the output data to determine the center of the
plateau, which is unambiguous to the Sun angle. This possible
behavior will be verified in the actual silicon implementation
integrated with the optics.

III. SIMULATION RESULTS

A. Single Pixel Operation

The solar constant irradiance expresses the mean solar
electromagnetic radiation per unit area, and is equal to 1360$\text{W/m}^2$.
The solar constant includes all wavelengths of solar elec-
tromagnetic radiation, but the photodiode spectral response
range is only between 400nm and 1100nm. Within the band of 400nm and 1100nm the solar electromagnetic radiation reduces to $SC_{\text{band}} = 1014W/m^2$ and, hence this value can be assumed to be the maximum radiation to which the winning pixels will be exposed. Fig. 8 shows the pixel response from Fig. 2 to a constant light illumination of irradiance equal to $SC_{\text{band}}$. A photodiode model, provided by the foundry, was used to model the photocurrent as a function of the incident light irradiance. The comparator was realised by a standard differential pair with a threshold $V_{\text{ref}} = 1.9V$. The pixel output, $REQ$ was connected back to the reset terminal $RES$ with a few time-delay circuits in between, such that the pixel operated as a self-reset I&F neuron. A MOS capacitor $C_{\text{soma}}$ was used with a capacitance of 1.815pF. The first plot in Fig. 8 shows the voltage $V_{\text{soma}}$ on the capacitor being gradually discharged. When the threshold $V_{\text{ref}}$ of the comparator is reached the active low request pulse $REQ$ is generated, and the pixel is reset such that the capacitor $C_{\text{soma}}$ is re-charged and the cycle repeats. The radiant flux per single pixel $R_{\text{peak}}$ for an orthonormal Sun position was calculated using the solar constant $SC_{\text{band}}$ and the assumed photodiode size area of 5um $\times$ 5um:

$$R_{\text{peak}} = SC_{\text{band}} \cdot A = 1014 \frac{W}{m^2} \cdot 5 \cdot 5um^2 = 25.2 \frac{nW}{\text{pixel}}$$ (4)

According to Eq. 4 the single pixel of size 5um $\times$ 5um is exposed to a radiant flux of 25.2nW corresponding to a photo current of 8.6nA according to simulation. According to Eq. 1 the expected time delay of the pixel to spike for such a stimulus is:

$$T_{\text{max}} = \frac{(3.3V - 1.9V) \cdot 1.815pF}{8.6nA} \approx 295\mu s$$ (5)

The self-resetting simulation had a slightly longer firing period of 330$\mu$s, because of the pulse width and the reset delay.

B. Array TFS response

Fig. 9 shows the simulation results of an array of 25 pixels exposed to a light beam with a Gaussian irradiance profile with the irradiance peak $R_{\text{peak}}$ obtained from Eq. 4. The light beam irradiance profile distribution and the corresponding photocurrents generated by the photodiodes are illustrated by a top bar chart and blue plot respectively. The bottom plots show the pixels average time delays to their first spikes and the error bars express their corresponding standard deviation $\sigma$ spread around the average time. The right bottom plot in Fig. 9 shows a closer look on time delays of the 7 fastest pixels. Time delays to the pixels first spikes are in increasing order of their illumination, such that the pixel number 13 is the winner with the average time delay of 334$\mu$s, and pixels number 12 and 14 are the consecutive winners which spiked 50$\mu$s later. Since the AER arbitration system [9], which is used to arbitrate the events from the pixel array, can handle event rates up to 10Meps, it is fast enough to resolve the winners from the simulated array.

The same array of 25 pixels was connected to the AER periphery and again exposed to the same light beam of the irradiance peak $R_{\text{peak}}$. Fig. 10 shows the BUS_ACK, CNT_RES and reset signals for 8 winning pixels. The pixels were reset after their addresses had been read out successfully in the same order as in Fig. 9. After 8 requests the global reset signal CNT_RES was generated from the Counter block and the winners determination procedure restarted. The arbitration system determined 8 winning pixels within time of 1 ms when exposed to the solar constant radiation. Hence the temporal
C. Power Consumption

Table I summarizes the power consumption of the Sun sensor consisting of 256 pixels. The Table distinguishes the power consumption of the system with no activity of the pixels (standby mode) and with the pixels being active. The entire power consumption of the Sun sensor is 7.5pW when the pixels generate no events and 4.3mW when the sensor generates 5000 events per second (5keps). The power consumption of the Sun sensor is dominated by the arbitration periphery. As per pixel the dominant power is consumed by the differential pair comparator.

TABLE I: Sun sensor estimated power consumption

<table>
<thead>
<tr>
<th>Power Consumption</th>
<th>Pixel array</th>
<th>AER Periph.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standby Mode</td>
<td>1.4pW</td>
<td>7.52nW</td>
<td>1.5pW</td>
</tr>
<tr>
<td>Activity @5keps</td>
<td>5.90W</td>
<td>4.3mW</td>
<td>4.3mW</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

A new concept of a miniaturised two-axis asynchronous Sun sensor was presented. The Sensor is comprised of only two 1-D arrays of pixels which perform parallel processing and express a 'winner-takes-all' (WTA) behaviour and optical slits aligned above the chip. We provided simulation results characterizing the Sun sensor performance. The Sun sensor is expected to have temporal resolution of 1ms, which is much higher than what a traditional synchronous sensors could achieve. Also, simulations prove that the sensor is expected to consume only few pico-Watts in standby mode and achieve the resolution of $\approx 0.5^\circ$. The estimated layout occupation is much smaller than for the traditional Sun sensors, hence it allows to use the remaining chip area to realise a system-on-chip integrating other sensor interfaces, processing- and communication units necessary for space applications. The results of this novel concept have been obtained by schematic simulations. Currently, the Sun sensor layout is being designed in the AMS 0.35μm Q-FI TO CMOS process, and the described micro-package optics is being negotiated with potential producers. Testing of the actual silicon implementation together with the integrated optics will enable to verify the assumptions of the Gaussian irradiance profile of the illuminated pattern, and test the actual response of the pixel array.
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Abstract—This paper describes extensions of the asynchronous Address Event Representation (AER) arbitration mechanism for VLSI neural networks to obtain a Time-to-First-n-Spikes (TFnS) read-out operation in addition to the standard free running read-out. The global reset of neurons can be programmed to occur after the first \( n \) spikes or after a given time-out to the first occurrence of either of these two conditions. This solution does not require any modifications inside the array of the artificial neurons, but uses only a few additional blocks in the periphery. Like the AER communication, the additional blocks also operate asynchronously, they are fully integrated with the AER communication periphery, and they do not affect the system’s scalability. The extensions of the AER arbitration system are described, and supporting simulations are provided.

I. INTRODUCTION

The Address Event Representation (AER) protocol emulates a point-to-point communication between layers of neurons. Originally AER was proposed in 1991 by Mead’s Lab at California Institute of Technology [1], [2]. The AER arbitrates spikes from artificial neurons and multiplexes their \( x \)- and \( y \)-coordinates on a digital bus as a stream of digital addresses. A great variety of bio-inspired vision sensors use AER as a communication protocol, such as [3], [4], [5], to name but a few.

These sensors realize artificial neuronal networks and mimic biological neural functions to process image information in a much more energy-efficient and faster way than standard digital signal processing algorithms.

One of the most relevant biological function of neural networks is a mutual inhibition; a form of direct competition between neurons. This can be regarded as a form of winner-take-all behavior where only the most excited neurons in neural network convey vital information. An example of mutual inhibition can be found inside the visual system. Thorpe [6] proposed that human selective attention use shunt inhibition performing a competing mechanism to recognize human face with a very short response latency. Human selective attention is based on saliency maps, where the selected stimuli in neuronal network is prioritized and processed first, and less important ones are inhibited, and processed later [17].

Many different implementations were proposed to mimic mutual inhibition in artificial networks, typically by using different types of winner-take-all (WTA) circuits. The first CMOS integrated circuit that realized the winner-take-all function to mimic mutual inhibition was published by Lazzaro et al [7]. The authors presented examples of fully analog compact CMOS integrated circuits that realized the winner-take-all function. The Winner-Take-All in asynchronous (AER) system can be implemented as a Time-to-First-Spike (TFS) mechanism. TFS performs a synchronous global reset of the entire array, and then registers the delay between that reset and the time of the first spike for each neuron. There are many examples of vision sensors using Time-to-First-Spike mechanism to process images [8], [9], [10], to name but a few. For instance, Massari et al. [8] built a Time-to-First-Spike
camera which detects the most illuminated pixel and transmits its address. Another sensor [9] used a Time-to-First-Spike mechanism to reconstruct time delays of the single spikes from pixels into a light illuminance. TFS operation in [8], [9] and [10] was achieved by adding additional logic inside each pixel, which is not efficient in terms of silicon area.

In this paper we explain how to modify the AER peripheral circuitry to obtain extended TFS function without adding any logic to the array of the artificial neurons, only using a few additional blocks outside the neural network. For some applications, it is desirable to be able to adjust number of winners and the time limit when winners should be resolved.

For instance, in a previous work [11], we described a concept of an asynchronous Sun sensor, which uses a WTA selection to indicate a relative position of Sun. Adjustable number of winners and a timer allows pixels organized in 1-D pixel vectors to adapt to the different lighting conditions, what helped to find a correct position of the Sun, and reject spurious readouts. For more details refer to [11]. In this paper, we will describe in details modifications of the original AER communication framework to obtain a Time-to-First-n-Spikes (TFnS) read-out and a Time-to-First-Spike with time-out read-outs. The number of winners is adjustable, and the timeout is controlled by an analog input. In our approach WTA selection is implemented asynchronously, and the extension is an integral part of the AER logic.

This article is organized as follows: Section II describes modifications of the original AER arbitration system, and how these modifications can be integrated with the AER framework to obtain above mentioned functionalities. Section III provides the system simulation results in AMS 0.35μm CMOS process. Finally, Section IV draws some conclusions and possible applications.

II. SYSTEM CONCEPT AND DESIGN

Fig. 1 shows a \( m \times m \) neurons array and the new blocks to extend the AER functionality to provide TFnS and time-out modes. We used a version of the arbitration system proposed by Häfliger [12], however other arbitration systems can be extended as well [13]. A typical AER system consists of Neurons, Arbiter Logic (AL), Arbiters Cells and Address Encoders. Neurons are the electronic circuits which incorporate some functional properties of biological neurons [14]. Each neuron has its unique address in a two-dimensional plane. Arbiter Logics (AL) circuitry works as a mediator between the neurons, the arbiter-cells and the external receiver. AL passes the request signals from neurons to Arbiters Cells. Arbiters Cells are stacked to build up an Arbiters Tree structure to perform arbitration between neurons and grant exclusive acknowledge signals to them. The Neurons which are acknowledged send their addresses through Address Encoders.

A. AER Logic Extensions

We will now focus on the modifications, highlighted in red in Fig. 1, which we propose to obtain TFnS and/or time-out read-outs.

1) Timer&Counter: This block is located in the top right corner of the neurons array in Fig. 1 with coordinates (1,1). It is arbitrated like other neurons. The schematic of Timer&Counter is shown in Fig. 2. It performs different tasks than standard neurons. Fig. 3 shows an operation of Timer&Counter. It illustrates the dependencies between BUS_ACK, frequency dividers outputs (Counter) and the voltage at capacitor C1 (Timer). The operation starts with a global reset signal BUS_RES, highlighted by a red line in Fig. 1. BUS_RES signal enters all Arbiter Logics and forces all neurons to reset. The global reset occurrence is flagged by the address of the Timer&Counter ADDR \( < 1 : 2 \cdot \log_2 m >= (1,1) \). The cycle
Fig. 4: Series of three D-type flip-flops working as a frequency divider. Each flip-flop divides the frequency of a square-wave CLK pulse by a factor of 2.

Fig. 5: The arbiter logic circuit AL is the mediator between the neurons, the arbiter-cell-tree and the receiver. Compared to the original design [12], an additional OR1 gate is used to initiate the global reset for TFnS mode.

of TFnS begins when the global reset is released and neurons are allowed to send requests. This is illustrated in top plot in Fig. 3. The two bottom plots illustrate the Counter register and the Timer countdown. Every pulse of a BUS_ACK signal indicates one neuron spike. The rising transition of BUS_ACK increments the counter register. After eight spikes, the counter reaches its threshold and it initiates a global reset, so the next cycle of TFnS can start. During the next cycle in Fig. 3 the global reset is triggered by a timer, because only two neurons spiked.

A detailed structure of Timer&Counter is shown in Fig. 2. The Counter part consists of the series of D-type flip-flops DF1-DFX working as a frequency divider counter. When the external acknowledge BUS_ACK signal toggles, the rising edge of this signal increases the flip-flop counter register. This is illustrated in Fig. 4. Since each flip-flop divides the frequency of the input square-wave by a factor of 2, this counter allows to detect powers of two ($2^n$) transitions. The outputs of these flip-flops are multiplexed by a mixer MUX1, and one output can be chosen by a binary word PROG<x:1>, so the number of winning pixels can be programmed.

The Timer circuit consists of a stretched length transistor M1 from Fig. 2 and capacitor C1. Transistor M1 discharges the capacitor C1 until the threshold of the comparator COMP1 is reached, as illustrated in bottom Fig. 3. The time which takes to discharge the capacitor C1 is the time-out. The time-out is controlled by an analog input voltage node THRESH, and can be set between range of microseconds and seconds. Transistors M2 and M3 recharge the capacitor C1 to restart the time countdown.

The Counter and Timer outputs are connected to the nor gate NOR1 in Fig. 2. Hence, either Counter or Timer initiates a request (TIM_CNT_REQ) and further a global reset, after a specific number of winners or a specific time interval.

2) Additional logic: there are two additional logic gates added to the AER arbitration system. There is one additional nor gate NOR2, marked in red in top right corner in Fig. 1. It distributes a global reset signal BUS_RES. Another additional OR1 gate is placed inside the arbiter logic circuits AL (Fig. 5) and it receives an input from BUS_RES to initialize a global reset of the entire array.

B. Powers of Two as a Number of Winners

Typically, neurons activities in a two-dimensional neuronal networks follow a Gaussian spatial distribution centered around the neuron with the highest activity. Two-dimensional Gaussian distribution is given as:

$$f = A \cdot \exp\left(-\frac{(x-x_o)^2}{2\sigma_x^2} + \frac{(y-y_o)^2}{2\sigma_y^2}\right)$$

(1)

where $\sigma_x$ and $\sigma_y$ are their standard deviations, $A$ is the amplitude coefficient, $x_o$, $y_o$ are the coordinates of the peak. If we assume that both standard deviations are equal $\sigma_x = \sigma_y$, the region with the most excited neurons is defined by a circle with the center $(x_o, y_o)$. The area of the circle is a quadratic function of its radius. Hence programming the number of winners given as powers of two is equivalent to define the area where the most active neurons can spike. Fig. 6 shows that area described by both functions are similar: $n_{pix}^\text{win} \approx 2^{npix}$ for $npix < 6$. Fig. 7 illustrates that the area with the most excited neurons is defined as a circle with center at the coordinate (12,12). Two
TABLE I: Interface signals controlling the AER read-out modes.

<table>
<thead>
<tr>
<th>TIME_DIS</th>
<th>CNT_DIS</th>
<th>GLOB_RES</th>
<th>MODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>TFnS + time-out</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>TFnS</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>time-out</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>normal mode</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>1</td>
<td>neurons in reset</td>
</tr>
</tbody>
</table>

horizontal planes with area of $2^4$ and $2^6$ show the distribution of the most active neurons, where the darkest shade of grey indicates most active ones.

C. Operation Modes

Table I shows interface signals and summarizes all available modes the AER system can work. There are four modes available: TFnS, TFnS+time-out, time-out, and continuous mode. In the continuous mode, all the additional functionalities are turned off, and the AER read-out the neurons spikes in standard continuous way [15]. Array of neurons can be forced to reset by GLOB_RES.

D. Other AER variants

We used a version of the arbitration system proposed by Häfliger [12], however the modifications we describe in this work can extend other arbitration systems as well [13]. Boahen’s [13] arbitration system use ACK signals to reset neurons. In order to use our proposed arbitration system with Boahen’s variant, the OR gate from Fig. 5 should be connected to the ACK signal instead.

III. Simulation Results

The modified AER system was simulated in the AMS 0.35μm CMOS process. Fig. 8 shows the test array of $4 \times 4$ neurons integrated with the AER communication periphery. Neurons were modeled as I&F structures [16]. I&F neuron receives stimulus at its input (equivalent to a biological dendrite), it integrates it at the soma, and it generates spikes with a frequency proportional to the stimulus. The spiking frequencies of each neuron is marked in the test array in Fig. 8. First, the AER was configured to read the neurons in TFnS mode with a limit of 8 winners. Fig. 9 shows resulting asynchronous sequence of handshake signals between neurons, the AER periphery and receiver. The membrane potentials of nine most excited neurons are shown in top plot in Fig. 9 as Membrane<1:9> . When the integrated voltage at the neuron’s membrane reaches a threshold, the neuron fires. The REQ signal initiates a propagation of handshake signals indicated by red arrows: if the neuron request is acknowledged by the arbiter cell tree, it is granted an access to the bus, and the external request is sent off-chip by BUS_REQ. At the same time, the winning neuron puts out its address on the output bus address ADDR<1:4>, and if it is acknowledged, the neuron is reset. The neurons addresses are encoded as ADDR<1:4>=xxyy, where x and y are the x- and y-plane addresses respectively. Seven consecutive most active neurons spike in order starting from the most active one, and the handshake repeats 7 times. Q<1> to Q<4> show the current state of the Counter, as it was illustrated in Fig.4. The Counter is rising edge triggered, such that every rising edge of BUS_ACK increments it. Fig. 10 shows a closer look at the same signals from Fig. 9 when the global reset is triggered by Timer&Counter block. Q<4> was programmed to trigger a global reset. When the signal Q<4> toggles down it initiates a global reset of all neurons, and the flip-flops inside the Counter (Q<1> to Q<4>). Then, next cycle of TFnS starts. The bus addresses ADDR<1:4>
Fig. 9: Asynchronous sequence of handshake signals between neurons, AER periphery and receiver for a TFnS mode. From top: membrane potentials of first 9 I&F neurons, their corresponding request signals REQ<9>, external signals BUS_REQ and BUS_ACK, address ADDR<1:4> at the digital bus, neurons’ reset signals RES<9>, 4 counters states Q<1> to Q<4>, Timer&Counter request and global reset BUS_RES.

Fig. 10: A closer look at the signals from Fig. 9.

Only three neurons fired, before a time-out from the Timer initiated a global reset of the array, and the next cycle of time-out started. The bus addresses ADDR<1:4> provided a stream of coordinates of the three most excited neurons which spiked within programmed time interval. The occurrence of the periodical time-out reset BUS_RES was flagged by the address ‘0000’.

IV. Conclusions

We have proposed simple blocks with a low area requirements to be added to extend a free running, individual pixel reset AER arbitration system into a global reset, time-to-first-n-spikes AER arbitration. The global reset can be programmed to occur after the first n spikes or after a given time-out to the first occurrence of either of these two conditions. This solution is practical for processing saliency maps or for implementing soft WTA, e.g. when emulating human selective attention or
in image processing proposed by Thorpe. Furthermore, the proposed extensions can be turned off to allow continuous operation without limiting the number of winners. The proposed additional timers and counters operate asynchronously, which makes the extensions scalable and fully integrated with the asynchronous AER arbitration system. Simulation results in the AMS 0.35μm CMOS process were provided.
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Abstract—A sun sensor implemented with a spiking pixel matrix is reported. It is the very first one based on an asynchronous event-based pixel array. A paradigm associated to classic digital sun sensors is solved with this approach. Only pixels illuminated by the sun light are readout. Hence, the output data flow is quite reduced. The computational load to resolve the sun position is quite low, comparing to prior sensors. Sensor’s latency is in the order of milliseconds. The advantages over implementations with APS pixels are more reduced data flow, less latency, and higher dynamic range.
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I. INTRODUCTION

Sun sensors are devices on demand to determine the sun position. They have multiple applications. For instance, solar power plants need to know precisely it to adjust accordingly the position of solar cells or heliostats. Sounding rockets and spacecrafts use the sun position to navigate. In this case, fast operation and low power consumption are mandatory. There are two main kinds of sun sensors: analog and digital. Analog sun sensors [1], [2] usually use two different photoactive regions to sense two different photocurrent values. The ratio between them, depends on the sun inclination. They have fast operation and low output data flow. Unfortunately, they are sensitive to mismatch and distractors. Digital sun sensors [3], [4] are built with an image sensor with APS pixels. The entire pixel matrix is readout. Then, the output data is processed to compute the sun position. Digital sun sensors overcome some of the limitations of analog ones, but still they have inherent drawbacks. Although there is a very low number of illuminated and meaningful pixels, the entire pixel matrix has to be readout and processed. This limits the operation speed and increases the computational time. Also, the choice of the integration time complicates the sensor operation. The dynamic range is usually limited to 60-70dB. To amend some of the aforementioned limitations, some authors have presented approaches based on the determination of a Region of Interest (ROI) with the illuminated pixels, that are readout and processed. However, to determine the ROI requires to readout pixels that are dark and not meaningful. In this article, a new approach based on an asynchronous event-based pixel vision sensor is presented. Only illuminated pixels can send information out of the sensor. There is no need of choosing an integration time to operate. Reading out only one single pixel output, it is possible to resolve the sun position. Furthermore, sensor’s dynamic range is higher than in conventional digital sensors with APS pixels.

II. SYSTEM IMPLEMENTATION

Fig. 1 depicts how the optics is arranged. The chip is covered with an opaque lid with a pinhole lens [3], [4]. The sun light illuminates different groups of pixels, depending on the sun position. It is possible to express the latitude, θ, and
the azimuth, \( \phi \), as a function of the illuminated pixels centroid, \((x, y)\), and the design parameters shown in Fig. 1:

\[
\theta = \arctan \left( \frac{\sqrt{W \cdot (x-x_c)^2 + L \cdot (y-y_c)^2}}{FD} \right) \tag{1}
\]

\[
\phi = \arctan \left( \frac{L \cdot (y-y_c)}{W \cdot (x-x_c)} \right) \tag{2}
\]

Where \((x_c, y_c)\) is the centroid of the ROI (center of the illuminated region) when \( \theta = 0^\circ \). \( W=25\mu m \) and \( L=25\mu m \) are the pixel width and length, respectively. \( FD=0.6\text{mm} \) is the focal distance, i.e., the distance between the pixel array and the lid.

Fig. 2.(a) displays the system implementation and its optics. The chip is covered with a lid (Fig. 2.(b)) with a radius of 50\( \mu m \). The lid is anti-reflective on the side that is facing the sensor and reflective on the other side.

For the implementation of this solar sensor, we chose an asynchronous HDR image sensor already reported elsewhere [5], [6]. The sensor has high dynamic range and several operation modes. It was specially intended to operate under high illumination conditions, being specially suitable for the design of a sun sensor that can be exposed to direct sunlight. Its pixels can be configured to pulse with a frequency proportional to the local illumination. Fig. 3 depicts the pixel schematics when it is configured to perform a light to frequency conversion. There is a block that generate pulses with a frequency proportional to illumination. These pulses activate a sequence of asynchronous communication signals to transmit off-chip the coordinates of the pixel that has fired every time that this occurs.

The light-to-frequency conversion block is an astable oscillator. Its operation period is approximately given by:

\[
f_{osc} \approx \frac{I_{ph}}{C_{ph} \cdot (VDD - V_{bot})} = \frac{I_{ph}}{C_{ph} \cdot \Delta V} \tag{3}
\]

The event rate can be controlled by adjusting the bias voltage \( V_{bot} \). Pixel transistors have thick gate oxide to allow higher values of \( \Delta V \) and reduce the event flow in conditions of very illumination. Power supply was set to 5V.

### III. Experimental Results

We programmed on the jAER interface [7] a real time algorithm to compute the illuminated pixels centroid and determine the sun position according Equations 1 and 2. Fig. 4 shows the illuminated pixels with the sensor operating.

To calculate the centroid, we apply this simple algorithm periodically:

1) We wait until a certain number of events, \( N_{events} \geq 1 \), are received. In the meantime, the coordinates of the pixels that fire \((x_j, y_j)\) are stored on a memory.

2) Once the event number is equal to \( N_{events} \), we compute the centroid coordinates.

\[
x = \frac{1}{N_{events}} \sum_{j=1}^{N_{events}} x_j, \quad y = \frac{1}{N_{events}} \sum_{j=1}^{N_{events}} y_j \tag{4}
\]

3) Once the centroid, \((x, y)\) is known, the sun position is determined according to Equations 1 and 2.

4) The event counter is reset, \( N_{events} = 0 \), and the computation is finished. To calculate the sun position again, go to step #1.

To evaluate the sensor performance, we moved quickly in front of the sensor a light beam modelling the sunlight. The y-coordinate was almost constant while the x-coordinate was changing during the experiment. In Fig. 5, we have plotted the sensor transient response. In Fig. 5.(a) we show the recorded events over time. In Fig. 5.(b), there are the computed angles \((\theta, \phi)\) for each computed centroid value at time stamps of 5ms. Results are consistent with Equations 1 and 2.

Time-to-first-spike (TFS) operation [8], [9] is possible. To implement it, the centroid position is computed after receiving a programmable number of events, \( N_{events} \). Then, the sensor is reset and kept idle, enabling the signal RES in Fig. 3, until the sun position needs to be determined again. In Fig. 6, we display the sensor performance in TFS mode for different number of events. We observe that is possible to determine the sun position, with an acceptable error, after receiving one single event. Results are improved if the number of events is increased. With \( N_{events} = 100 \), angles \((\theta, \phi)\) computation error is lower than 0.5°.

The event rate is proportional to illumination and the comparators voltage threshold, \( \Delta V \), in Equation 3. In Fig. 7 the measured event rates for different values of the pixel illumination, with \( \Delta V = 0.5V \), are plotted. There is a trade-off between speed and output data flow. The user can trade off between these parameters depending on illumination levels. The measured pixel event sensitivity is \( S = 0.0762\text{events/}\Delta V \cdot \text{lux} \), with \( \Delta V = VDD - V_{bot} \). Under typical application scenarios with direct sunlight, the system employs a few milliseconds to compute the sun position.
Fig. 3. Pixel schematics. There is circuitry to perform a light to frequency conversion and logic to handle the asynchronous AER communication. Transistor sizes are (W/L, µm/µm): $M_{p1}=1/1$, $M_{p2}=3/1$, $M_{p3}=0.5/1$, $M_{n1}=0.5/0.7$, $M_{n2}=0.7/0.7$, $M_{n3}=1/0.7$, $M_{n4}=M_{n5}=0.5/0.7$. $C_{int} = C_1 = 40fF$, $C_{ph} = 5fF$. Bias voltages: $V_{bot} = 1V$, $V_{bias\_comp} = 4.3V$.

Table I compares the sensor features against the art. The amount of data required to compute the sun position is lower than in prior devices based on APS pixels. With only one event, it is possible to achieve competitive results in terms of resolution and accuracy. Latency is much lower. The dynamic range is also higher than the obtained with APS image sensors. The resolution and the accuracy could be improved in further designs by implementing a dedicated pixel for a solar sensor and by refining the optics.

**TABLE I**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Event Based Luminance Sensor</td>
<td>APS Digital Sensor</td>
<td>APS Digital Sensor</td>
<td>Analog Sun Sensor</td>
</tr>
<tr>
<td>Technology</td>
<td>AMS 0.18µm HV</td>
<td>0.18µm 1P4M</td>
<td>UMC 0.18µm</td>
<td>ND</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>128 × 96</td>
<td>368 × 368</td>
<td>512 × 512</td>
<td>512 × 512</td>
</tr>
<tr>
<td>Pixel Pitch</td>
<td>25µm × 25µm</td>
<td>6.5µm × 6.5µm</td>
<td>11µm × 11µm</td>
<td>NA</td>
</tr>
<tr>
<td>FOV</td>
<td>146°</td>
<td>94°</td>
<td>128°</td>
<td>120°</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>52mW</td>
<td>42.73mW</td>
<td>520mW</td>
<td>ND</td>
</tr>
<tr>
<td>Latency</td>
<td>&lt;5ms @ 1kLux</td>
<td>10frames/s</td>
<td>10frames/s</td>
<td>NA</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>&gt; 1000dB</td>
<td>52dB</td>
<td>ND</td>
<td>NA</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.03°</td>
<td>0.004°</td>
<td>&lt;0.005°</td>
<td>ND</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.0132° (θ), 0.05° (φ)</td>
<td>0.01°</td>
<td>0.024°</td>
<td>0.15°</td>
</tr>
<tr>
<td>Amount of data</td>
<td>1-100 Events</td>
<td>945 pixels</td>
<td>1 frame + ROI</td>
<td>4 analog voltages to be readout</td>
</tr>
</tbody>
</table>

Fig. 4. (a) AER interface [7] to debug and display the sensor information. The black speckle corresponds to the illuminated region with the sensor operating. (b) Measured spiking frequencies around the illuminated region of interest (ROI).

Table I compares the sensor features against the art. The amount of data required to compute the sun position is lower than in prior devices based on APS pixels. With only one event, it is possible to achieve competitive results in terms of resolution and accuracy. Latency is much lower. The dynamic range is also higher than the obtained with APS image sensors. The resolution and the accuracy could be improved in further designs by implementing a dedicated pixel for a solar sensor and by refining the optics.

**IV. CONCLUSIONS**

A new sun sensor concept has been presented. It is the very first one that employs a asynchronous pixel matrix whose pixels only send information when they are illuminated. This new approach solves a paradigm traditionally associated to digital sun sensors: pixels that are dark have to be readout. As a result, the output data flow is much more reduced and the operation is faster. The sun position can be resolved with a latency of milliseconds by reading out a reduced number of pixels. In TFS mode, with only the information coming from one single pixel, the sun position can be determined.
Fig. 5. Sensor’s measured transient response. A light beam facing the sensor was rotated to emulate the sun movement. (a) Raster plot: Recorded events versus time. (b) Computed angles (θ, φ) at time stamps of 5ms indicating the light source position.

Fig. 6. TFS operation. After resetting the sensor, a certain number of events is received and the sun position is computed. We plot the computed angles (θ, φ) and the measurement error for different number of incoming events. With only one event, it is possible to gauge the sun position keeping the error low.

Fig. 7. Blue Trace: measured event rate versus illumination for different chip illuminance values with ΔV = V_{DD} − V_{bot} = 0.5V. Red trace: linear data fitting.
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Abstract—We present a novel sun sensor concept. It is the very first sun sensor built with an address event representation spiking pixel matrix. Its pixels spike with a frequency proportional to illumination. It offers remarkable advantages over conventional digital sun sensors based on active pixel sensor (APS) pixels. Its output data flow is quite reduced. It is possible to gauge the sun position just receiving one single event operating in time-to-first-spike mode. It operates with a latency in the order of milliseconds. It has higher dynamic range than APS image sensors (higher than 100 dB). A custom algorithm to compute the centroid of the illuminated pixels is presented. Experimental results are provided.

Index Terms—Sun sensors, AER, attitude determination, event-based vision sensors, space probes.

I. INTRODUCTION

SUN sensors are devices used to determine the sun position. There are multiple applications for them. For instance, solar power plants need to measure the sun position precisely to control the solar cells or the heliostats positions, maximizing energy production. If we speak about navigation systems, the sun is the most prominent celestial body in the solar system. Hence, it is considered as a reference to determine the spacecrafts and sounding rockets attitude.

Depending on the application, sun sensors features can differ. Power plants need devices that are precise and reliable, but they do not require fast operation. However, when gauging space probes attitude in the outer space, fast operation, low power consumption, and reduced output flow are mandatory. There are two main families of sun sensors that are chosen depending on the application scenario: analog and digital.

Analog sensors, [1], [2] are usually designed using two different photoactive regions with dedicated optics. Depending on the sun inclination, the ratio between two different photocurrents gives the sun inclination. The drawback of such kind of sensors is that they are sensitive to scene distractors and noise. If there are different light sources within the visual scene, the measurements results will be affected. Their advantages are fast operation and simplicity. Digital sun sensors, [3], [4], usually employ a frame-based vision sensor with Active Pixel Sensors (APS) pixels and dedicated optics. The whole pixel array is readout. Thereafter, the sun position is determined within the visual scene. These sensors are more reliable because the entire visual scene can be processed to determine the sun position. Hence, distractors and noise impact can be amended. The counterpart is that there is a large amount of black pixels that are not meaningful to determine the sun position. Hence, such sensors require time to readout an entire pixel array, store their outputs on a memory, and finally process the data to determine the sun position. To avoid such a limitation, some research work has been developed. Some authors [3], [4] propose to determine the sun position in two steps: acquisition and tracking. In the first step, the entire pixel matrix or a group of pixels is readout to determine a Region of Interest (ROI) with the illuminated pixels. In the second step, pixels within the ROI are readout to compute the sun position. This approach alleviates the limitation of APS sensors. The drawback is that more dedicated circuitry, pixel control signals, and algorithms are required. Also the amount of pixels to be readout are higher than the ones placed on the ROI.

Event based vision sensors [5]–[8] have pixels that are readout asynchronously. They send events whenever they have information to transmit. Therefore, an entire pixel array does not have to be readout to render one image. As a result, they provide a reduced output data flow and fast operation. Among the event based sensors, the luminance sensors, also known as octopus retinas [9]–[11], are sensors whose pixels send events with a frequency proportional to illumination. Hence, their nature is especially suitable for the design of efficient sun sensors, overcoming some of the limitations of the previous reported ones, i.e. data redundancy and processing time. Only illuminated pixels within the ROI will send information out of chip. The idea of exploiting Address Event Representation (AER) sensors to design sun sensors was already advanced by Farian et al. in a conference paper [12]. The architecture of a sun sensor with two asynchronous pixel rows with a L-shape and dedicated optics was presented. Simulation results were also provided.

In this article, we propose a sun sensor based on an AER luminance sensor. Pinhole optics are mounted on top of the sensor. Pinhole lenses are very robust and compact.
Fig. 1. System implementation. There is a pixel array covered by an opaque lid with a pinhole in its center. Only a reduced number of pixels are illuminated through the pinhole by the sun light projection. Depending on the sun inclination with the sensor's vertical axis, different pixels will be illuminated.

The sun disk is projected over a reduced number of pixels. Thus, that will be the only pixels that will be readout, avoiding to readout a entire pixel matrix. Furthermore, pixels operate asynchronously at high speed (in the order of milliseconds), to readout an entire pixel matrix. Thus, the image sensor will be the sender and an FPGA will be the receiver. Every time that one pixel fires asynchronously, the sensor requests access to a shared AER bus. To do so, the REQ signal is activated and the pixel’s coordinates are sent through the bus. The receiver, that is an FPGA, as it will be discussed in Section V-C, the sensor resolution will depend on the number of pixels. For this reason, the sensor pixel array resolution cannot be arbitrarily low. In the HDR image sensor chosen to build the sun sensor [13], [14], pixel dimensions are $W=96$ and $L=25\mu m$. The number of rows is $M=128$, and the number of columns is $N=96$. To maximize the FOV, we manufactured the lid to place it as close as possible to the sensor, achieving a focal distance of $FD=0.6mm$. Substituting these parameters in Equations 3, 4 and 5, we obtain an FOV=146°.

II. SYSTEM DESCRIPTION

The system implementation is based on a pixel array covered by an opaque lid with a pinhole (see Fig. 1), similar to the one devised by Xie and Theuwissen [3] or the European Spatial Agency [4]. Only a reduced number of pixels will be illuminated by the sunlight projection. The rest of pixels will be relatively dark and will send relatively few data. Depending on the sun position, the light spot will be placed at different locations within the pixel array. The centroid of the illuminated pixels, $(x_c, y_c)$, will be used to compute the sun position $(\theta, \phi)$ that is determined by the sun latitude, $\theta$, and the azimuth, $\phi$. The sun’s latitude is given by:

$$\theta = \arctan \left( \frac{\sqrt{W \cdot (x-x_c)^2 + L \cdot (y-y_c)^2}}{FD} \right)$$

(1)

Where $(x_c, y_c)$ is the centroid of the ROI when $\theta = 0^\circ$. $W$ and $L$ are the pixel width and length, respectively. $FD$ is the focal distance, i.e. the distance between the pixel array and the lid. The azimuth, $\phi$, is given by:

$$\phi = \arctan \left( \frac{L \cdot (y-y_c)}{W \cdot (x-x_c)} \right)$$

(2)

The distance between the array and the lid (FD) is the focal distance. Based on these parameters values, and knowing the number of pixels and their dimensions (width and length) it is possible to determine the expected sensor Field of View (FOV). Let us denote as $R_{max}$ the maximum distance from the center of the array to one of its corners. Taking into account the pixel array dimensions, we can determine $R_{max}$:

$$R_{max} = \frac{1}{2} \sqrt{(W \cdot M)^2 + (L \cdot N)^2}$$

(3)

$M$ is the number of pixel rows, $N$ is the number of pixel columns. Hence, the maximum sunlight angle of incidence is:

$$\theta_{max} = \arctan \left( \frac{R_{max}}{FD} \right)$$

(4)

And the FOV will be:

$$FOV = 2 \cdot \theta_{max} = 2 \cdot \arctan \left( \frac{R_{max}}{FD} \right)$$

(5)

Examining the Equations 4 and 5, we can conclude that we can increase the FOV by minimizing the focal distance from the pinhole to the sensor (FD), and we can improve the sensor resolution by decreasing the pixel dimensions $(W \times L)$. As it will be discussed in Section V-C, the sensor resolution will depend on the number of pixels. For this reason, the sensor pixel array resolution cannot be arbitrarily low. In the HDR image sensor chosen to build the sun sensor [13], [14], pixel dimensions are $W=96$ and $L=25\mu m$. The number of rows is $M=128$, and the number of columns is $N=96$. To maximize the FOV, we manufactured the lid to place it as close as possible to the sensor, achieving a focal distance of $FD=0.6mm$. Substituting these parameters in Equations 3, 4 and 5, we obtain an FOV=146°.

III. IMAGE SENSOR WITH ASYNCHRONOUS OPERATION

We designed the sun sensor with a vision sensor with pixels that send their information asynchronously using the AER communication protocol [15]. In Fig. 2, the communication signals exchanged between two devices that use the AER protocol to communicate are depicted. In this particular case, the image sensor will be the sender and an FPGA will be the receiver. Every time that one pixel fires asynchronously, the sensor requests access to a shared AER bus. To do so, the REQ signal is activated and the pixel’s coordinates are sent through the bus. The receiver, that is an FPGA,
will store the address of the pixel that has fired and will send back the ACK signal to indicate that has received the address. Thereafter, the sender will release the REQ signal and the pixel address from the bus.

In Fig. 3, there is a block diagram of the asynchronous image sensor. In the center, there is a pixel matrix. On the periphery, there is the asynchronous logic to handle the AER communication between the pixels and the receiver (an FPGA). In case there is bus congestion, i.e., several pixels trying to send information simultaneously, such pixels will wait until they have access granted to the bus to send their addresses off-chip. There is some arbiters to avoid collisions between pixels that fire simultaneously [15], [16]. Such blocks receive petitions from the rows or the columns that correspond to the pixel that has fired. Only one this petition will get access to the shared bus. Thus, only one pixel will be allow to transmit its address to the FPGA. The arbitration process is conducted in two steps. First, the row petitions are arbitrated. Then the column petitions are arbitrated. At the end, only one row and one column will get access to the shared bus.

In Fig. 4, there is a block diagram showing the connectivity between the external arbitration logic, the arbiters and the pixels row/columns. In between, the AER logic and the arbitration tree, there is a multiplexer to encode the X/Y coordinates of the pixels that have transmitted an event off-chip. A more detailed description of the asynchronous blocks implementation and their performance can be found elsewhere [15].

The arbitration logic used with this sensor was proposed by Häfliger [17] and used in prior implementations of spiking vision sensors. It can handle events rates of 10 Meps for pixels of different columns/rows and event rates of 2 Meps for pixels of the same row/column [10], [11]. As it will be discussed in Section V, this arbitration speed assures the sun sensor operation because the expected event rates are much lower than the maximum event rates tolerated by the arbitration system. Therefore, the errors introduced by the delays of the AER logic can be neglected in this application.

IV. PIXEL DESIGN

In this particular implementation, we employ an AER sensor, [13], [14], whose pixels generate events with a frequency proportional to illumination, as it is depicted in Fig. 5. Sensors built with these kind of pixels are also known as 'octopus' retinas [9]–[11]. There are multiple possible topologies for the pixel design. This particular sensor is intended for High Dynamic Range (HDR) operation. It has different operation modes. In the sun sensor implementation, we just use light to frequency conversion. Fig. 6 shows the pixel circuitry involved in the light to frequency conversion. Pixel operation is initiated with a global reset (RES). After that, pixel capacitors are discharged with a speed proportional to the local illumination.
Whenever a pixel voltage reaches the level $V_{bot}$, the comparator fires and reset the pixel capacitor. Then, the pixel starts over integrating charge again. In the meantime, an analog memory stores on $C_1$ a value indicating that the pixel has fired and an event needs to be sent out. On the right of Fig. 6, we have highlighted the AER communication logic [17] that handles the communication to transmit off chip an event with the (x,y) coordinates of the pixel that has fired. The digital inputs/outputs are shared between pixels rows (y) and pixel columns (x). Its connection with the AER periphery is depicted in Fig. 4. In Fig. 7, there is a time line of the digital signals involved in the asynchronous communication when one pixel needs to transmit its address. There are two arbitration processes. First, the pixel rows are arbitrated. Then, the columns are arbitrated. Once, the pixel gets granted access to the AER bus, its address is sent towards the FPGA using the communication protocol described previously in Fig. 2.

The oscillation period shown in Fig. 5 can be computed as a function of the circuit parameters: 

$$f_{osc} \approx \frac{I_{ph}}{C_{ph} \cdot (V_{DD} - V_{bot})} = \frac{I_{ph}}{C_{ph} \cdot \Delta V}$$

It depends on the pixel maximum voltage variation $\Delta V = V_{DD} - V_{bot}$, the pixel integration capacitance $C_{ph}$, and the photocurrent, $I_{ph}$. We target for the sun sensor implementation a pixel firing frequency in the order of KHz. Hence, $\Delta V$ can be adjusted for this purpose. Since a sun sensor can be exposed to high illumination levels, the integration capacitance values $C_{ph}$ and $\Delta V$ should be high enough to assure that. The proposed sensor is suitable for high illumination operation. Transistors with thicker gate oxide are selected for the pixel design. The value of the power supply can be set up to $V_{DD} = 5V$. With standard technology transistors the power supply voltage is 1.8V. Hence, the maximum voltage of $\Delta V$ to adjust the pixels spikingin rates would be lower with these transistors. Since the sensor could be exposed to direct sunlight in some situations, we opted for having as much flexibility as possible to adjust the event rates for a given illumination.

In Fig. 8, the pixels comparators design is shown. We implemented two-stage comparators. They have low current consumption: 110nA with the nominal biasing $V_{bias\_comp} = 4.3V$. The amount of time required by the comparator to reset the voltage at capacitor $C_1$ in Fig. 6 is $T_{reset} = 400\text{ms}$, with $\Delta V = 4V$. The biggest pixel oscillation frequency measured when pixels are directly exposed to very bright light was $f_{osc_{max}} = 55\text{keps}$, [13]. Hence, the error introduced by the comparator delay is expected to be lower than $T_{reset}/f_{osc_{max}} \approx 2.2\%$.

Fig. 3 displays a sensor block diagram. The different circuit modules involved in the pixel event-based operation are shown. There is a pixel matrix core and peripheral asynchronous circuitry to manage the AER communication [17]. An external Opal Kelly XC7K160T board is attached to the sensor through a Mezzanine connector for interfacing. The board has a Kintex 7 FPGA that performs several operations: it handles the AER protocol communication signals depicted in Fig. 2, stores the incoming events on a memory, and send/receives data from a PC for system debugging and real time data representation with the standard jAER interface [18].

### V. EXPERIMENTAL RESULTS

#### A. Experimental Setup

The main features of the spiking vision sensor chosen to design the sun sensor are summarized on Table I. Fig. 9 displays a picture of the sensor that is allocated over a PGA144 socket. A lid with a thickness of $T=100\mu m$ is placed over the chip at a distance of $FD=0.6mm$. In Fig. 10, we display de lid. It is anti-reflective on one side and reflective on the other one. The reflective side was placed externally to reflect the incident sunlight. The anti-reflective side was placed directly over the chip. It was manufactured using a laser PCB printing machine. For the test, we assembled several prototypes with different radius ranging from 50μm to 100μm to compare their performance. The lid does not need a perfect alignment to operate. Any offset in the measurements will be systematic and known. To start operating, we just need to determine the coordinates $(x_c, y_c)$ of the pixel that is illuminated when there is a light beam aligned to the sensor transversal axis ($\theta = 0^\circ$). Hence, this an advantage for the test over systems with more complex optics that require a precise alignment before operating [12]. To debug and test the sensor,
Fig. 6. Pixel schematics. There is circuitry to perform a light to frequency conversion and logic to handle the asynchronous AER communication. Transistor sizes are (W/L, µm/µm): $M_{p1} = 1/1$, $M_{p2} = 3/1$, $M_{p3} = 0.5/1$, $M_{n1} = 0.5/0.7$, $M_{n2} = 0.7/0.7$, $M_{n3} = 1/0.7$, $M_{n4} = M_{n5} = 0.5/0.7$. $C_{int} = C_1 = 40\,\text{fF}$, $C_{ph} = 5\,\text{fF}$. Bias voltages: $V_{bot} = 1\,\text{V}$, $V_{bias\_comp} = 4.3\,\text{V}$.

Fig. 7. Time line of the signals involved in the pixel operation. Sensing starts after a global reset. When a certain number of events is received, the pixel is reset again and the sun position is computed. The pixel is kept in a steady state until a new measurement is taken. The time interval between consecutive measurements is denoted as $T_{scan}$. (a) Pixel control signals time-line. (b) Event communication time line (during $T_{int}$).

the jAER interface [18] was adapted to display the information coming from our sensor, as it is depicted in Fig. 11.

B. Sun Position Detection Algorithm

One of the advantages of this sensor over the previous reported digital ones [3], [4] is the reduced output data flow and the fast operation. Only illuminated pixels will send data off-chip. Computing their spiking frequency, it will be possible to gauge their illumination precisely. Typically, when the sensor is exposed to sunlight, a group of pixels spike with a frequency distribution as the depicted in Fig. 12. Pixels in the center of the illuminated region will spike with a higher frequency than pixel in the border. Typical pixels firing frequencies in outdoors environments are higher than 1keps. This assures a sensor response time in the order of milliseconds. The arbitration logic can cope with events rates up to 10Meps [11], [17]. Hence, it is not a bottleneck for this application where only a reduced number of illuminated pixels send events off-chip. The amount of time...
Fig. 10. Lid with a pinhole manufactured to implement the sun sensor. The side that faces the sun (a) is metallic to reflect the sun radiation. The side that is directly over the chip (b) is anti-reflective. Lid dimensions are: Thickness: \( T = 100 \, \mu \text{m} \), Width = Length = 20 mm, Pinhole radius = 50 \( \mu \text{m} \).

Fig. 11. jAER interface [18] to debug and display the sensor information. The black speckle correspond to the illuminated region when the sensor is operating.

Fig. 12. Typical event response when the sensor is exposed to sunlight. A group of pixels are the one that send events off-chip. There is a peak of activity in the center of the illuminated region.

3) Once the centroid, \((x, y)\) is known, the sun position is determined according to Equations 1 and 2.

4) The event counter is reset, \(N_{\text{events}} = 0\), and the computation is finished. To calculate the sun position again, go to step #1.

The proposed algorithm is simple and efficient. It was tested programming it on the jAER interface [18]. It can easily be implemented on an FPGA or a microcontroller. The sun position is not determined until a certain number of events is received. Hence, the amount of data used to determine the sun position is always the same. If no data is received, the sun position will not be computed. The pixels reset signal (\(RES\) in Fig. 6) can be used as a timer, i.e. if after a certain time interval (\(T_{\text{scan}}\) in Fig. 7), the number of events received is lower than \(N_{\text{events}}\), the counter will be reset and the sun position will not be determined. The user can keep all the pixels reset and release them to compute the sun position. This will allow to save power.

Fig. 13 displays the temporal response of the sensor. We rotated a fast light within the FOV of the sensor.

96
Fig. 13. Sensor transient response. A light beam facing the sensor was rotated to emulate the sun movement. (a) Raster plot: Recorded events versus time. (b) Computed centroids at timestamps of $T_{\text{stamp}} = 5\text{ms}$. (c) Computed angles $(\theta, \phi)$ that indicate the light source position.

We recorded data and we computed the centroid at different time stamps with the algorithm previously described. The time stamps between algorithm executions were $T_{\text{stamp}} = 5\text{ms}$. On top, (Fig. 13.(a)), we have plotted a raster plot with the events generated by the different pixels over time. Initially, the sensor was not illuminated. Therefore, there was not event activity. Once, pixels start firing a considerable number of events, their centroids are calculated at time intervals equal to $T_{\text{stamp}} = 5\text{ms}$ with the latest events that were received. Fig. 13.(b) shows the computed centroids coordinates over time. Fig. 13.(c) displays the computed angles that determine the sun position, according Equations 1 and 2, at every time stamp. The latitude, $\theta$, depends on the ratio between the centroid distance to the center of the pixel array and the focal distance. Initially, the distance has its maximum value. Then, the light beam centroid moves towards the the pixel array center and $\theta$ is close to zero. When the light centroid passes the center of the pixel array, the distance to it grows, and $\theta$ increases too. Finally, when the light beam is out of the field of view of the sensor, events are not generated. The azimuth, $\phi$, was swept within a large region. As it can be seen in Fig. 13.(b), the y-coordinate was almost constant while the x-coordinate was changing during the experiment. Thus, the azimuth describes a arctan$(x)$ function, as it is expected according Equation 2.

C. Resolution

The algorithm efficiency depends on the number of events available to compute the pixel spiking frequencies. There is a temporal variation of the pixel spiking frequencies (jitter) that depends on the circuit noise. The higher the number of events it is, the more precise the computation it is. In the analysis, let us assume that the number of events per pixel to compute is high enough to ignore the angles computation error due to the number of events. The precision of the algorithm computing the centroid will depend on the lid radius. The higher it is the number of illuminated pixels, the higher it is the algorithm precision. Let us denote the size of the illuminated windows as $N_{\text{window}} \times N_{\text{window}}$. Therefore, calculating the centroid, the spatial resolution of the algorithm is $1/(N_{\text{window}} \times N_{\text{window}})$. Taking into account the sensor FOV, the number of pixels per row, $M=128$, and the algorithm spatial resolution, we can determine the sensor resolution:

$$R = \frac{\text{FOV}}{M \cdot N_{\text{window}} \cdot N_{\text{window}}} \quad (9)$$

The number of illuminated pixels depends on radius of the lid pinhole. The lower the radius is, the lower the image bluring is. In our case, image bluring can be beneficial to achieve subpixel resolution. In the measurements of Fig. 12, $N_{\text{window}} = 6$. Hence, if the FOV$=146^\circ$, the expected sensor resolution is $R=0.03^\circ$. By increasing the radius of the lid it is possible to improve the centroid algorithm determination performance. However, events rates will be higher and the computation time too. Thus, there is a trade-off between these parameters. In this implementation, we reward the fast operation and the reduced data flow.

D. Accuracy

In order to determine the sensor accuracy, we devised the test bench shown in Fig. 14. A 1266-03-000 Gated Cameo laser emitting at 650nm was illuminating the pinhole. Its light intensity was modulated with a power supply, keeping the total sensor event rate generated by the illuminated pixels constant and below 10keps (kilo events per second). Angles were computed 100 times at regular time intervals of 1 second. The standard deviation of the measurements,
was $\sigma_\theta = 0.0044^\circ$ for the latitude ($\theta$) and $\sigma_\phi = 0.0169^\circ$ for the azimuth ($\phi$). Hence, the sensor accuracy for the latitude is $3\sigma_\theta = 0.0132^\circ$ and for the azimuth is $3\sigma_\phi = 0.0507^\circ$. Looking at Equations 1 and 2, it can be appreciated that azimuth angle is more sensitive to errors in the centroid computation than the latitude computation. Latitude depends on the distance to the sensor transversal axis, while the azimuth angle depends on the ratio between the centroid coordinates.

E. TFS Operation

Time-to-first-spike (TFS) operation [10], [19]–[21] is very efficient in terms of data processing when determining the sun position. In this operation mode, pixels are activated after releasing the $RES$ signal in Fig. 6, that resets all the pixels of the sensor. Thereafter, events will arrive in order. The highest illuminated pixel will spike first and so on. The centroid position is always close to the position of the highest illuminated pixel. Hence, only receiving one single event, it is possible to gauge the sun position. By increasing the number of events, the measurement error will be reduced at the expense of receiving more data and increasing the computational time. Thus, the operator can trade off the measurement precision for data throughout. Fig. 15 illustrates the performance of the TFS operation. After resetting the sensor pixels, we recorded events during a time interval. We have plotted the computed angles and the error for different number of events ($N_{events}$). We can notice that angles converge to a final value when the number of events is increased. The error was computed as the difference between the computed angle for each value of $N_{events}$ and the angle computed when $N_{events} = 10,000$. With one single event, the measurement errors are $0.3^\circ$ and $2^\circ$ for the latitude and the azimuth respectively. If we increase the number of events to 10, errors are reduced to $0.155^\circ$ and $0.3^\circ$ respectively. After receiving 1000 events, the results are not improved significantly by increasing the number of events in the centroid computation. In such case the errors were $0.02^\circ$ and $0.06^\circ$ for the latitude and the azimuth respectively.

F. Pixels Response Time

According to Equation 6, pixels spiking frequencies are proportional illumination. Pixels time response is inversely proportional to the pixels firing rates. Sun sensors can operate under very intense sun radiation. For this reason, it is desirable to have same control over the event rate in such conditions. The image sensor was devised to operate under very high illumination conditions [13], [14]. The sensitivity to illumination can be adjusted by tuning the voltage $V_{bot}$ in Fig. 6. Frequency response versus illumination was measured. Pixel event sensitivity is $S = 0.0762\, \text{events} / \Delta V \cdot \text{lux}$, with $\Delta V = V_{DD} - V_{bot}$. Pixel transistors have thicker gate oxide and the parameter $\Delta V$ can reach values up to 5 V. In situations of intense illumination, the number of events can be reduced by setting $\Delta V$ close to the value of $V_{DD} = 5$ V. With transistors without thick gate oxide, the power supply voltage is limited to 1.8 V in the AMS 180 nm HV technology. The pixel integration capacitance ($C_1$ in Fig. 6) also influences the spiking frequencies. To optimize the pixel fill factor, it should be as low as possible. However, the lower the capacitor it is, the higher the mismatch introduce by it on the pixel firing frequency. The AER arbitration logic can tolerate pixel array event rates of 10 Meps [17]. That is not a limitation in this application because only a small region of the sensor is illuminated. We did not reach that limit in any operation scenarios.

G. Fixed Pattern Noise

Pixel Fixed Pattern Noise (FPN) in provoked by the offset of the oscillator comparator depicted in Fig. 8, the inter-pixel variations of the capacitance value $C_1$ in Fig. 6, and the variations of the reset voltage amplitude. Among this sources of mismatch, the variations of the comparators’ voltage threshold is the dominant one [10]. According to the missmatch models
TABLE II
STATE-OF-THE-ART COMPARISON

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Event Based Luminance Sensor</td>
<td>APS Digital Sensor</td>
<td>APS Digital Sensor</td>
<td>Analog Sun Sensor</td>
</tr>
<tr>
<td>Operation Principle</td>
<td>TFS</td>
<td>Frame-based</td>
<td>Frame-based</td>
<td>Photocurrent Ratio</td>
</tr>
<tr>
<td>Technology</td>
<td>AMS 0.18μm HV 0.18μm 1P4M</td>
<td>UMC 0.18μm</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>Power Supply</td>
<td>3.3/5V</td>
<td>3.3/1.8V</td>
<td>3.3/1.8V</td>
<td>ND</td>
</tr>
<tr>
<td>Chip Dimensions</td>
<td>410μm×3315μm</td>
<td>5mm×5mm</td>
<td>11mm×11mm</td>
<td>6.8mm×13.8mm</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>128×368</td>
<td>368×368</td>
<td>512×512</td>
<td>2 pairs of photodiodes</td>
</tr>
<tr>
<td>Pixel Pitch</td>
<td>25μm×25μm</td>
<td>6.5μm×6.5μm</td>
<td>11μm×11μm</td>
<td>NA</td>
</tr>
<tr>
<td>FOV</td>
<td>14°</td>
<td>94°</td>
<td>128°</td>
<td>120°</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>52mW</td>
<td>4.73mW</td>
<td>520mW</td>
<td>ND</td>
</tr>
<tr>
<td>Latency</td>
<td>&lt;5ms@1lux or lower</td>
<td>0frames/s</td>
<td>10frames/s</td>
<td>10frames/s</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>&gt;100dB</td>
<td>32dB</td>
<td>ND</td>
<td>NA</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.03°</td>
<td>0.004°</td>
<td>&lt;0.005°</td>
<td>ND</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.01°</td>
<td>0.01°</td>
<td>0.03°</td>
<td>0.15°</td>
</tr>
<tr>
<td>Amount of data</td>
<td>1-100 Events</td>
<td>368 pixels (acquisition mode) + 25×25 pixels (tracking mode) 945 pixels</td>
<td>1 frame (acquisition mode) + ROI (tracking mode)</td>
<td>4 analog voltages to be readout</td>
</tr>
</tbody>
</table>

provided by the foundry, in our case, matching between capacitors is much better than between transistors. The last source of mismatch can be reduced with a thoughtful design of the pixel reset transistor (\( M_{p1} \) in Fig. 6). On the one hand, the aspect ratio should be as high as possible to minimize the pixel self-reset time. On the other hand, the transistor length should be high enough to minimize the mismatch impact.

To compute the fixed pattern noise, we illuminated all the pixel array with a white Lambertian source with uniform and constant light. We recorded events during 5 seconds and we computed the variations between the pixels spiking frequencies, according to this formula:

\[
FPN = \frac{\sum_{i=1}^{N_{pixels}} f_i - \bar{f}}{N_{pixels} \cdot \bar{f}} = \frac{\sigma_f}{\bar{f}}
\]  

(10)

Where \( N_{pixels} = N \cdot M \) is the number of pixels, \( f_i \) is the oscillation frequency of the pixel \( i \), and \( \bar{f} \) is the average pixel array spiking frequency. The measured FPN was 2.6% for this sensor, with \( \Delta V = 4V \). According to the typical illuminations values measured in Fig. 12, spiking frequencies variations due to the FPN are not a limitation to guage the pixels illumination values within the illuminated ROI and compute its centroid.

H. Power Consumption

Chip power consumption comes mainly from the pixel comparators shown in Fig. 6. Additionally there is a dynamic power consumption that depends on the event rate. Fig. 16 displays the chip current consumption for different event rates. To measure it, we illuminated the whole pixel array with different illumination values and we measured the event rates. Since we are using a pinhole lens and only a few pixels are illuminated simultaneously, the global event rates are far away of the maximum event rate that the arbitration system can cope. In practical operation scenarios, we never exceeded event rates of 100keps. In such situations, the total system power consumption is 52mW. In further designs, power consumption could be reduced by switching off the comparators during the TFS operation idle intervals.

VI. BENCHMARKING AND DISCUSSION

AER luminance sensors find a natural application scenario on the design of sun sensors. They have inherent advantages over APS image sensors when the region of interest is composed by a few pixels and the rest of the pixels are not meaningful (dark). To readout the entire pixel matrix is inefficient in terms of speed and data processing. We have demonstrated that, with a reduced number of events, it is possible to resolve the sun position. Operating in TFS mode,
with one single event, it is possible to gauge the sun position with an acceptable precision. In terms of speed, the proposed sensor can operate with latency responses in the order of milliseconds or lower. Regarding sensitivity and accuracy the reported results are alike the reported by previous authors. These parameters could be improved in further designs by reducing the pixel pitch. That is feasible because the proposed pixel [13], [14] has extra functionalities that are not mandatory for the design of a sun sensor.

Table II compares the current sensor against the art. Contrasting the performance in terms of speed and data flow against the digital sensors [3], [4], the performance is better. Such sensors propose to readout the image in two steps (acquisition and tracking) to avoid reading out the entire pixel matrix several times. Still the amount of data required to detect the sun position is much higher. Moreover, Xie and Theuwissen [3] require dedicated WTA (Winner-Take-it-All) circuitry to implement the acquisition mode. In both sensors, the pixel control signals and the readout algorithms are more complex. Comparing to analog sensors, [1], the performance of the proposed sensor is better in terms of accuracy and resolution. The possibility of computing the azimuth angle is missed with analog sensors. Regarding dynamic range, the AER pixel chosen for this implementation outperforms classic APS sensors. Thus, as we have demonstrated, it is possible to compute the centroid with information of pixels that are not overexposed.

All in all, the new sun sensor operates in a simpler and faster way than the previous reported digital sensors, that require elaborate design and readout procedures to avoid reading redundant black pixels. Our design performance could be improved in the future, by reducing the pixel pitch with a dedicated pixel, designed for this specific application. Since the events rates that we have measured in outdoors environments are far away of the maximum event rates that the arbitration system can tolerate, the pixel pitch could be reduced by using transistors without thicker gate oxide, operating with lower power supply voltages of $V_{DD} = 1.8V$.

VII. CONCLUSION

A new sun sensor designed with a spiking luminance sensor has been described. The sensor solves one paradigm associated to digital sun sensors: data coming from non illuminated pixels are readout and processed. Thus, the new approach is more efficient in terms of speed and output data flow. Furthermore, the sensor has higher dynamic range than APS sensors, leading to a more precise computation of the illuminated pixel centroids. As a further work, system performance can be improved in terms of accuracy and resolution by designing a dedicated pixel for sun sensors.
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Abstract—This paper describes design, fabrication process, and comprehensive experimental results of a first prototype two-axis miniaturized spiking sun sensor. The sun sensor is a fusion of analog and digital sensor types, such that it takes advantage of spatial selectivity of digital sensors, and is not limited by the global frame rate as in analog sun sensors. It is composed of spiking pixels, and uses a novel Time-to-First-n-Spikes with timeout, readout, mode to reduce bandwidth consumption and post-processing computation. A thin glass lid with a metal deposited pattern serves as a mask projecting a light pattern onto the sensor. The sun sensor is able to extract a profile of the incident light in the form of time-stamped events. Its latency depends on light intensity, and for medium radiance conditions is equal to 88 µs. The sun sensor consumes 6.3 µW in normal operation, and has a precision of 0.98°, and a field of view of 144°. The high temporal resolution, low power consumption, and small QFN64 package make this sun sensor suitable for space probe and sounding rocket applications, where low temporal latency and payload size are essential. This sun sensor is designed to be employed in the sounding rocket attitude determination system as part of the 4DSpace research initiative to study ionospheric plasma disturbances.

Index Terms—Sun sensor, AER, attitude determination, even-based vision sensor, space probes, angle measurement, cover glass, field-of-view (FOV).

I. INTRODUCTION

Sun sensors hold a key role in many different systems, either in space or terrestrial applications. In space, sun sensors are used in satellites, sounding rockets, or space probes as a part of the Attitude Determination System (ADCS) to determine the orientation of space instruments. Sun sensors, together with magnetometers and gyroscopes provide detailed information about the instrument attitude. The information about the attitude is critical for the safety of a spacecraft, as it helps to maintain its stabilized orientation, or prevent high spin rates. As the carrying capacity of spacecrafts and sounding rockets is limited, sun sensors must meet design constraints of size, restricted power budget and mass. As for terrestrial applications, sun sensors help track the location of the sun in the sky to adjust the orientation of the photo-voltaic devices and improve their efficiency. The sun is a very useful celestial body to use as a reference, because it is the brightest object in our solar system. When it is observed from earth, the sun has a small enough radius to be modeled as a point source [1]. Sun sensors provide orientation with reference to the sun typically in two axes in the instrument’s coordinates: azimuth and elevation. Reference [2]–[5] use patterned masks, such as slits, pinholes or multi-aperture arrays to project the pattern on the photosensitive sensors located underneath. Based on the location or some geometrical properties of this pattern, these sensors determines the sun vector.

Sun sensors can be divided into two groups: digital and analog. Digital sensors sense the light by small photosensitive pixels organized in a line [5] or array [2], [3]. Pixels absorb photons and release electrons through the photoelectric effect. These electrons are accumulated over a specific length of the exposure time as an electrical charge in a PN junction, which is then transferred and digitized. For each array readout, digital sun sensors generate raw data from the entire focal plane with a fixed frame rate. In order to extract information about the sun vector, additional post-processing is required to implement geometric algorithms [6]. These algorithms are complex and use special techniques [7] to accurately estimate the peak-illumination pattern. Since the sun vector is typically recalculated for each frame readout to maintain high accuracy, this approach is not efficient in terms of power consumption and data bandwidth. Additionally, the frame rate of the readout limits the temporal resolution of the sensor.

Analog sun sensors are comprised of only a few much bigger photodiodes [4], [8] and simpler patterned masks. Analog sun sensors obtain the sun vector from the ratios of the photocurrents from only a few photodiodes as an analog value. Because of their analog operation, they are not limited by the global frame rate, they produce less data, and consume less power. On the other hand, analog sun sensor are not robust to spurious readouts from light distortions or reflections. In other words, analog sun sensor always translate all reflections, light from
other bright celestial bodies, and stray light into photocurrents with no possibility of spatial selection or exclusion of these distractors, unlike digital sun sensors.

This paper presents a new spiking sun sensor which is a fusion of analog and digital sensor types, such that it takes advantage of spatial selectivity of digital sensors, and is not limited by the global frame rate as in analog sun sensors. The presented sensor consumes less power that any reported sun sensor, and is integrated inside a very small QFN64 package with micro-optics on top. Its small size and low power consumption make this sun sensor suitable to be employed as a part of ADCS systems for any type of spacecraft.

As a first target application the developed sun sensor is planned to be integrated in a sounding rocket used for studying ionospheric plasma disturbances. The spin-rate of the rocket during its flight can reach 300 rpm. Therefore, high temporal resolution and very low readout latency response was identified as a design priority.

Basic concept and simulations of this sun sensor have been shown in EBCCSP 2015 [9]. In this paper we provide comprehensive experimental results of the developed sensor, we analyze its performance and compare it to existing state-of-the-art solutions.

This article is organized as follows: Section II introduces the sun sensor concept, and describes its basic structure. Section III provides the design details of the electronic part and integration of the sensor optics. Section IV describes the experimental setup used to evaluate the performance of the sun sensor. Calibration procedure and detailed experimental results for a single pixel and the entire sun sensor are provided. Section V combines the results from the previous section and compares the features and performance of this work with other developed sun sensors. Finally, Section VI draws some conclusions and suggests further system improvements.

II. SYSTEM CONCEPT

Fig. 1 shows the sun sensor structure: it consists of the chip which is wire bonded inside the QFN64 package, and a thin glass lid with a metal deposited pattern covering this package. The chip comprises two one-dimensional pixel lines organized in an L-shape, and the glass lid located above contains also L-shape slit rotated 180° with respect to the arrays. The principal operation of the sun sensor is to detect two intersection points of illuminated sunlight pattern (yellow color in Fig. 1) and photosensitive pixels lines (red color). As illustrated in Fig. 1, the intersection points’ distance Δx from the pixel lines centers indicates the sun’s deviation from the orthonormal position. The relation between the distance Δx and the sun deviation angle α from the orthonormal position is expressed by a geometrical dependency, which is discussed in Section III-B.

Note that the L-shape optical slit above the chip extends beyond the borders of the chip. With such a configuration we obtain a symmetrical field of view for both axes and with proper sizing of the micro-package we avoid the case when the input beam entirely overlaps along one pixel array, and ensures that there are always at most two intersection points between beam and the pixel array.

For any non-orthonormal orientation, the sun projects an L-shape pattern shifted from the center of the pixel vectors and the distance from the center of these pixel vectors indicates the sun’s deviation from the orthonormal position. Since the distance d between the chip and the lid has a constant value, the sun angle α can be calculated from this trigonometric function of Δx. The intersection points are sensed by spiking pixels, which are the base components of activity-driven, event based vision sensors. This type of vision sensors conveys compressed image information in the form of time-encoded events [10], [11] instead of conventional frames.

III. SYSTEM DESIGN

Fig. 2 shows the system block diagram for the electronic part of the sun sensor. It consists of two one-dimensional spiking pixel lines organized in L-shape manner, the Address Event Representation (AER) communication peripherals [12] with Timer&Counter blocks [13], and the arbiter.

A. Pixel Design

Each pixels line contains 192 spiking pixels. The principle of operation of the pixel is similar to an Integrate-and-Fire (I&F) neuron described by Carver Mead in [14], with the difference that it is not self-resetting, and that the refractory period is not controllable. The pixel translates the input photocurrent Iph into spike latency T, such that the pixel spiking frequency fspike is proportional to the incident light illumination:

\[ f_{\text{spike}} = \frac{1}{T} \approx \frac{I_{\text{ph}}}{(V_{DD} - V_{\text{ref}}) \cdot C_{\text{tot}}} \quad (1) \]
Voltage \( V_{BD} - V_{ref} \) is the voltage drop required for the pixel to spike. The total capacitance seen by the photodiode is \( C_{tot} = C_j + C_1 = 1 fF + 529 fF = 530 fF \), where \( C_j \) is the junction capacitance of the photodiode D1, and \( C_1 \) is the capacitance of a MOS capacitor (11\( \mu \)m \( \times \) 10.75\( \mu \)m). The input photocurrent \( I_{ph} \), proportional to the incident light, discharges the capacitor \( C_{tot} \) until the threshold \( V_{ref} \) of the comparator is reached. When the voltage threshold is exceeded, the pixel sends out a request \( REQ<n> \) following with the unique pixel address to the AER peripherals [12]. Low signal \( RES<n> \) from the AER arbitration system recharges the capacitor \( C_1 \) through transistors M2, and resets the pixel. The transistor M1 disconnects the photodiode D1 from the reset transistor M2 to ensure that the pixel reset time does not depend on the photodiode current \( I_{ph} \). If transistor M1 was not implemented, more time would be required to reset the pixels which are strongly illuminated, compared to those less illuminated. The AER arbitration system can properly arbitrate events which occur at least 100 ns after each other. If only a junction capacitance \( C_j \) was seen on node \( V_1 \), the pixels response latency would easily drop below 100 ns for light of a moderate irradiance. Therefore, an additional capacitor \( C_1 = 529 fF \) was integrated in the pixel in order to increase its spike latency up to 100 \( \mu \)s for expected sun irradiance. More detailed description of the pixel operation can be found in a previous work reported by the same authors [9].

**B. Time-to-First-Spike and Time-Out Operation**

The pixel array is controlled by the AER arbitration system with a Time-to-First-n-Spikes (TFnS) with time-out readout mode described in [13]. TFnS is a communication framework extension of the Address Event Representation (AER) communication protocol [12] which enables arbitration and readout of a programmable number of pixels within a programmable time-out limit. The basic principle of TFnS framework is to perform a global reset of all pixels inside one array after the first \( n \) pixels have spiked or after a given time-out. As shown in Fig. 1, the L-shape sunlight pattern illuminates only a small portion of the pixels line. TFnS prioritizes the readout of these most illuminated pixels, and suppresses the rest. The Counter & Timeout block shown in Fig. 2, is the extension circuitry for implementing TFnS readout mode. The Counter & Timeout block is assigned an unique address, and it communicates with the AER arbitration system like the other pixels. It monitors how many acknowledge signals the sensor receives on \( BUS\_REQ\_X \) and \( BUS\_REQ\_Y \) and resets all pixels periodically or after a specific number of pixels has spiked. More detailed description of the dependencies of asynchronous signals between pixels, Counter & Timeout block and external interface is given in [13].

Since both horizontal and vertical pixels lines work independently, their 8-bit address buses and handshake signals (\( BUS\_REQ \) and \( BUS\_ACK \)) must be first arbitrated and multiplexed by the arbiter, before they are sent off-chip. The arbiter provides a 9-bit off-chip address bus which contains 8-bit encoded location of the spiking pixels and one additional bit indicating whether the horizontal or vertical array address is multiplexed at the given time.

**C. Optics Integration**

The thin glass lid with a metal deposited pattern serves as a mask projecting a light pattern onto the sensor. The mask was manufactured by depositing a 100\( \mu \)m thick light reflecting nickel chromium metal film on a 600\( \mu \)m thick microscope glass. The glass with the deposited pattern was diced into a 9 \( \times \) 9 mm square which fits the QFN64 package. The lid parameters are provided in Table I.

![Fig. 2. Block level view of the sun sensor core electronics. It consists of two one-dimensional pixel lines organized in L-shape manner and the AER communication peripherals. C1 is a MOS capacitor (11\( \mu \)m \( \times \) 10.75\( \mu \)m). Size of D1: 5\( \mu \)m \( \times \) 5\( \mu \)m. Total capacitance: \( C_j + C_1 = 530 fF \).](image)

**Table I**

<table>
<thead>
<tr>
<th>W</th>
<th>D</th>
<th>L</th>
<th>H</th>
<th>9( \times )9 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>50( \mu )m</td>
<td>356( \mu )m</td>
<td>2296( \mu )m</td>
<td>100 nm</td>
<td>11.75( \mu )m</td>
</tr>
</tbody>
</table>

Fig. 3 top shows a microphotograph of the QFN64 package with wire-bonded chip inside, and Fig. 3 bottom shows a complete sun sensor with L-shape mask attached on the top of the package. The deposited metal was flipped down towards the QFN64 package to avoid light penetration through the gap between the mask and the package from the sides.

Fig. 4 shows how a sun vector is determined with respect to the sun sensor coordinate system. The corner of the L-shape slit serves as the origin of the sensor coordinate system. Angles \( \theta \) and \( \phi \) are projected on the XZ and YZ planes. For \( \theta = \phi = 0^\circ \) the sun is located perpendicular to the sun sensor. Based on geometrical dependencies from Fig. 1 the azimuthal
Fig. 3. QFN64 package with wire-bonded chip (left), and complete sun sensor implementation with L-shape mask attached on top (right). Size: 9.5 × 9.5 × 1 mm. A standard LR41 watch battery is shown for comparison.

Fig. 4. Sun vector in sun sensor’s coordinate system.

angle \( \theta \) is given as:

\[
\theta = \arctan \left( \frac{\Delta x}{d} \right) = \arctan \left( \frac{(x_{\text{pix}} - x_{\text{cen}}) \cdot P IX_{\text{pitch}}}{d} \right)
\]

where \( \Delta x \) is the distance from the center of the pixel vector, \( x_{\text{cen}} \) is the pixels line location equivalent to the orthonormal orientation of the sun, and \( P IX_{\text{pitch}} \) is the pixel pitch. Both \( x_{\text{cen}} \) and \( x_{\text{pix}} \) are expressed as pixels addresses inside the pixels vector, and they can take values between 1 and 192. Similarly, the polar angle \( \phi \) is given as:

\[
\phi = \arctan \left( \frac{\Delta y}{d} \right) = \arctan \left( \frac{(y_{\text{pix}} - y_{\text{cen}}) \cdot P IX_{\text{pitch}}}{d} \right)
\]

The unit vector \( \hat{S}_s \) which points towards the sun with respect to the sun sensor’s coordinate system is given as:

\[
\hat{S}_s = \frac{[\cot(90^\circ - \theta) \quad \cot(90^\circ - \phi)]^T}{\sqrt{\hat{S}_s^T \hat{S}_s}}
\]

\( S_s \) is a non-normalized sun vector:

\[
S_s = \begin{bmatrix} X_s \\ Y_s \\ Z_s \end{bmatrix} = \begin{bmatrix} \cot(90^\circ - \theta) \\ \cot(90^\circ - \phi) \end{bmatrix}
\]

The maximum sun angle detectable by the sensor is the extreme position of illuminated pattern shown in Fig. 1 and can be derived as:

\[
\theta_{\text{max}} = \phi_{\text{max}} = \min \left( \arctan \left( \frac{l}{2 \cdot d} \right), \arctan \left( \frac{W}{h} \right) \right)
\]

\[
\approx \arctan \left( \frac{l}{2d} \right)
\]

From Fig. 1, \( l \) is the length of the pixel array, \( d \) is the distance between the pixel array and the metal mask, \( W \) is the width of the slit, and \( h \) is the thickness of the metal mask. Field-of-view is limited either by the pixel array length or the slit dimensions. Since the slit width is much wider than the metal thickness, the second term in Eq. 6 can be ignored. Considering the parameters shown in Table I, the sun sensor azimuthal and polar field-of-view is: \( FOV_{\phi} = FOV_{\theta} = 2 \cdot \theta_{\text{max}} = 2 \cdot \phi_{\text{max}} = 144^\circ \).

IV. EXPERIMENTAL RESULTS

An integrated circuit with core electronics was fabricated in the AMS 0.35\( \mu \)m CMOS image sensor process. This is an optimized standard process to obtain better responsivity of the photodiodes due to an extra anti-reflective coating (ARC). The AER data from the sun sensor was logged by the USBAErmin2 board [15] and this data was then sent through a USB port to a PC. A custom Java interface [16] was adapted to show real time pixels spikes and also reconstructed angle.

Fig. 5 shows a chip microphotograph (top) and the layout of 4 pixels (bottom). The AER communication peripherals are located under the pixels vector. Only the outer bottom and outer left areas of the chip are occupied by the sensor (8% of the chip area) and the remaining chip area is available for other SoC interfaces.

A. Experimental Setup

Fig. 6 shows a photograph of the experimental setup used for characterization of the sun sensor. The PCB with the sun sensor was attached to the pan-tilt unit PTU-D300 to rotate the sensor in pitch and yaw with respect to a light source. A sun sensor sent out data to a computer through a USB port. A custom Java interface [16] was adapted to show real time pixels spikes and also reconstructed angle. The readout latency was characterized for a direct sunlight. Since the measurements were carried out in Norway in winter season, the solar radiation receipt was a fraction of the total solar irradiance. Aside from the readout latency, testing the sun sensor at a fraction of the total solar irradiance (either due to high latitude or use of halogen lamp) did not affect the accuracy of the reported measurements, except for the readout latency which is expected to be better for total solar irradiance exposure.
Example video illustrating operation of the sun sensor attached to the PTU is provided in [17]. A model with rotation matrices was developed to transform pan and tilt of the PTU to pitch and yaw of the sun sensor with respect to the halogen lamp source.

The graphical user interface is shown in Fig. 7. The interface displays locations of pixels spikes in time, and provides current azimuthal and polar angles in real time.

B. Alignment and Calibration

Any misalignment between the L-shape pattern mask and the pixel vectors degrades the sun sensor accuracy. There are two main sources of misalignment: fabrication accuracy of the L-shape pattern and die attach accuracy. The L-shape pattern mask was fabricated with high accuracy and resolution of ±100μm, and the die was attached inside the package with an accuracy of ±250μm. Taking into account that the pixel pitch is $PIX_{pitch} = 11.75\mu m$, the worst case misalignment between the L-shape mask and the pixel vectors is 21 pixels.

In the next step, the sun sensor was exposed to the orthonormal light ray, and the glass lid position was accurately adjusted until pixels addresses for both the azimuth and elevation were identical. As illustrated in Fig. 8, if the intersection points between both pixel vectors and the incident orthonormal light ray pattern are the same, the pattern mask and the pixel vectors are aligned. The alignment accuracy of this calibration method is equal to $\pm \frac{1}{2} PIX_{pitch}$.

The sun sensor orientation was swept in azimuthal plane from $-90^\circ$ to $+90^\circ$, while the polar angle was constant and equal to 0° with respect to the halogen lamp. Recorded
pixel addresses for azimuthal plane are shown in Fig. 9(a), where x-axis represents sensor rotation in degrees, and y-axis represents recorded pixel addresses. Function from Eq. 7 was fitted to the recorded data, and two coefficients: \(x_{cen}\) and \(d\) were obtained by curve best fitting.

\[
\theta = \arctan \left( \frac{(x_{pix} - x_{cen}) \cdot PI\,X_{pitch}}{d} \right)
\]

(7)

The pixel pitch is equal to \(PI\,X_{pitch} = 11.75\,\mu m\). The overlapping black line in Fig. 9(a) shows the fitted function with extracted coefficients: \(d = 356\,\mu m\), and \(x_{cen} = 86\). Fig. 9(b) shows measured angle \(\phi\) with use of the fitted function, and Fig. 9(c) shows error between measured and expected angles. For angles \(\phi\) between ±60°, the error is equal to the quantization error, and is related to the sensor resolution. Maximal error is located at negative endpoint of the sensor field-of-view, and is equal to 2.65°.

The error between measured and expected angles in Fig. 9(c) shows a clear sawtooth pattern which is caused by the quantization error. Due to uneven steps between the consecutive output angle values the sensor resolution varies across its field-of-view. The sun sensor quantization error \(\Delta \theta\) is given as:

\[
\Delta \theta = \frac{\partial \theta}{\partial x_{pix}} = \frac{d \cdot PI\,X_{pitch}}{d^2 + PI\,X_{pitch}^2 (x_{pix} - x_{cen})^2}
\]

(8)

The quantization error varies across the sensor FOV between 0.22° – 1.89°, and it reaches its maximum \(\Delta \theta = PI\,X_{pitch}/d = 1.89°\) for perpendicular light.

### C. Sensor Performance

In Subsection IV-C experimental results are reported. Subsections IV-C1 and IV-C2 help the reader understand how the pixel and the AER arbitration system operate in the TFnS mode. Single pixel principal operation and the handshake signals exchanged between the AER arbitration system and the pixel are presented. These two experiments were performed without the mask installed. Subsection IV-C3 shows how the pixel readout would look like without TFnS and time-out readout modes implemented. The remaining tests reported in this subsection (IV-C4-IV-C8) present performance of a complete system with the mask installed and aligned with the detector. Subsection IV-C4 illustrates advantages of using time-out readout mode. In Subsections IV-C5 and IV-C6 sensor latency response and accuracy are reported. Subsection IV-C7 shows how the sun sensor can extract the profile of the incident light. Finally, power consumption of the system is reported in Subsection IV-C8.

1) **Pixel Sensitivity to Light:** To illustrate the relation between pixels spiking frequency and the incident light intensity, neutral density filters of transmittance from 100% down to 0.01% were placed between the sensor and the coherent light source. Pixels were configured as free running, in order not to constrain their spiking frequency with TFnS nor time-out readout mode. In free running mode, TFnS and time-out readouts are disabled and the sun sensor works as a standard event-based sensor, e.g. pulse frequency modulation (PFM). Fig. 10 shows the pixel spiking frequency \(f_{spike}\), which is linearly proportional to the light intensity according to Eq. 1. Based on Fig. 10, the dynamic range (DR) of the sensor is at least 20 \cdot log_{10}(10000) = 80\,dB. The linearity of the spiking frequency within the measured range of light intensity is measured by coefficient of determination, and is equal to \(R^2 = 99.94\%\).

2) **TFnF Operation:** A single pixel operation, for TFnS disabled and enabled is shown in Fig. 11(a-b) and Fig. 11(c-d) respectively. For this experiment, the pixel array was illuminated by uniform white light. The pixel input voltage of the comparator \(V_1\) and handshake signals between the pixel and the AER peripherals \(REQ<1>\) and \(RES<1>\) are shown in Fig. 11. When the TFnS mode is disabled, a typical Integrate-and-Fire (I&F) neuron operation (i.e. pulse frequency modulation (PFM)) is observed, e.g. whenever voltage \(V_1\) exceeds the threshold \(V_{ref}\) the pixel spikes and generates a request \(REQ<1>\). The input photocurrent from photodiode D1 discharges the capacitor \(C_1\) until the threshold \(V_{ref}\) is of the comparator is reached. This triggers the request pulse \(REQ<1>\), and in return, the AER arbitration system pulls down \(RES<1>\) to reset the pixel. Fig. 11(b) shows a closer look at a single handshake cycle.

When TFnS mode is enabled, the pixel does not operate as a typical I&F neuron. As shown in Fig. 11(c) and d), when the request pulse \(REQ<1>\) is triggered, the AER arbitration system pulls down and keeps \(RES<1>\) low until the AER arbitration system counts overall 15 pixels spikes, before the next cycle can start.

3) **Free-Running Mode:** This experiment illustrates how the pixel readout would look like if the TFnS and time-out readout modes were not implemented, i.e. PFM. Fig. 12 shows measured response of the azimuthal array for the sun sensor operating in free-running mode, and for a static near-perpendicular light source. The closer to the \(\theta = 0°\) position, the higher the PFM. Fig. 13 shows the same data, but as spiking frequency obtained by averaging pixels spikes over 1 second. The highest spiking frequency is observed for an angle \(-1.83°\) and is equal to 3.3 \(kHz\). Mean value and standard deviation of the distribution is equal to \(\bar{\theta} = -1.66°\) and \(\sigma_{\theta} = 25.1°\), respectively. Two horizontal lines without data are places where the communication between the sun sensor and the receiver was corrupted by buffer overrun inside USB-AERmini2. Since in free-running mode all pixels were allowed to spike with no time-out constraints, nor with a
Fig. 11. Measured single pixel response and handshake signals to a radiant flux of 64 W/m² for the TFS mode disabled ((a),(b)), and TFS mode enabled (c),(d)). $V_1$ is the input voltage of the comparator, the grey dashed line shows the value of the threshold voltage $V_{ref}$ set to 0.7 V, REQ<1> and RES<1> are the handshake signals between the pixel and the AER peripherals.

Fig. 12. Sun sensor operating in free-running mode.

limit of winners, an instantaneous spiking frequency of the entire array exceeded the maximum data rate of the receiver (10 Meps).

4) Time-Out Mode: Fig. 14 illustrates the readout of the array for the same light conditions as in the previous test, but the sun sensor configured in time-out readout mode. The time-out slot was set to 18 ms. Fig. 14(a) shows a global reset flag (address all zeros) and Fig. 14(b) and (c) show azimuthal angle readout for two different timescales. All pixels corresponding to angles $\theta$ between $-66^\circ$ and $68^\circ$ spiked within the given time-out slot. The readouts encoded in time differences follow the intensity profile of a Gaussian beam, with a maximum plateau located at an angle of $-1.89^\circ$, and a symmetrical drop-off observed on both sides of the plateau.

Results in Fig. 14 show the advantage of time-out readout mode over free-running readout mode in terms of data bandwidth. The sensor generated approximately 1000 times less data in time-out mode to obtain the same information about the profile of the incident light as in free-running mode. A time-out mode together with TFnS mode is also useful to discard spurious readouts when the Sun is not within the sun sensor field of view. If the time-out is set properly, spurious readouts due to reflections from the Moon and the Earth can be avoided. As a result, if the sun sensor is not exposed to the direct sunlight, it will not transfer any data, except the reset flag, with address all zeros, indicating that time-out occurred.

The output current of the photodiode decreases to the cosine of the sunlights angle of incidence [18]. At the maximum viewing angle, the output current will be equal to 31.2% of the expected maximum solar energy which is delivered for orthonormal light. Albedo of the Earth and the Moon is equal to 30% [19] and 13.6% [20] respectively. In order to avoid
spurious readouts due to Earth and Moon albedo, the time-out threshold should be set marginally below the calculated 31.2% of the expected maximum solar energy. This approach ensures that the time-out is long enough for the most outer pixels corresponding to the sensor maximum viewing angle to spike, but also the time-out is short enough to discard potential spurious readouts due to Earth and Moon albedo. A small reduction of the FOV can be considered in further designs in case higher margin proves to be necessary after performing tests in-flight.

5) Latency: The sun sensor, with TFnS and time-out readout modes enabled, was rotated in the polar plane with a rotational speed of 300 rpm, which is the maximum expected rotational speed of a sounding rocket during a flight. The sun sensor was exposed to direct sunlight of irradiance 240 W/m². The measured polar angle for a 5 rps experiment is shown in Fig. 15(a). Fig. 15(b) shows a latency between two consecutive sensor readouts. Fig. 15(c) and (d) show a closer look at angle and readout latency around 0°. The latency is equivalent to the spiking frequency of the sun sensor. For a moderate irradiance of 240 W/m², the speed of the sun sensor is 11.3keps. The dominating contributor to the readout delay is the discharge of the capacitor C₁ by the photocurrent, until the threshold Vref is reached. This delay is proportional to the illumination, and it explains the curved shape of the readout latency in Fig. 15(b). The latency reaches its minimum of 88µs for orthonormal light (0°), and it increases as the incident light angle decreases. Therefore, the sun sensor speed depends on the angle of the incident light. The other contributors to the readout delay are the handshake cycle between the array and the USBAERmini2 receiver, and the global reset phase. They are usually much shorter than the first contributor, and equal to 15µs. The measured latency follows a periodic pattern, which is an effect of the TFnS mode. During each readout cycle the TFnS framework prioritizes only one most illuminated pixel, and suppresses the rest. The effect of TFnS is that the peaks of the time delay indicate when the illuminated light pattern perfectly overlaps with the winning pixel, and the maximum solar energy is delivered to this pixel. When the illuminated pattern continues shifting towards the neighboring pixel, time to discharge of the capacitor C₁ by the photocurrent increases. After the minimum of the time delay is reached, the neighboring pixel receives more energy, and it becomes the next winner.

6) Accuracy and FOV: Fig. 16 shows the sun sensor accuracy within its FOV. For this experiment, a sun sensor was attached to the PTU to sweep its orientation with respect to a halogen lamp placed 5 meters away from the sun sensor. The lamp provided an irradiance of 2.4 W/m² to the surface of the sun sensor. More than 200 points of different combinations of polar φ and azimuthal θ angles were measured. Fig. 16(a) and Fig. 16(b) illustrate the sun sensor accuracy test, where x- and y-axis are predicted angles, and z-axis is the measured angle. A green plane serves as predicted angles reference. Fig. 16(c) and Fig. 16(d) show a spread of the angles θ and φ around the predicted value. RMS error is θerrRMS = 1.6° for azimuthal angle and φerrRMS = 2.7° for polar angle. Fig. 16(e) and Fig. 16(f) shows the error distribution. The smallest error is observed when either polar or azimuthal angle is close to 0°. The maximum errors are observed when both polar or azimuthal angles are close to their limits of the FOV: θerrmax = 5.7° and φerrmax = 3.9°, located in corners of FOV. If angles within a reduced circular field-of-view are considered (80% of entire FOV), the maximum errors are θerrmax = 4.2° and φerrmax = 4.1°, and RMS errors are: θerrRMS = 0.98° and φerrRMS = 0.42°.

The quantization error related to the sensor resolution contributes between 0.22° = 1.88° depending on the incident light angle.

The pixels vectors and the mask intersect with accuracy of ±PIXpitch after calibration, described in Section IV-B. The ±PIXpitch misalignment causes tilt error between the mask and the pixels vectors, which contributes up to ±PIXpitch error at the limit of FOV due to an angle modulation. Hence, the misalignment between the mask and the pixel vectors contributes in total ±2PIXpitch, which corresponds to ±2.83° error.

The temporal quantization error does not impact the sensor accuracy because the sensor temporal resolution is very low (below 100µs).

The accuracy of the instruments used for calibration and the accuracy of a developed model transforming pan and tilt of the PTU to the actual pitch and yaw of the sun sensor were not considered when calculating the sun sensor accuracy.

Based on results from Fig. 16, field-of-view (FOV) of the sun sensor is +71.8°:−70.2°. The FOV is non-symmetrical because the intersection between the pixel vectors and the incident light ray pattern in Section IV-B was shifted 10 pixels from the ideal intersection point xideal = 192/2 = 96.

To measure the precision of the sun sensor, a laser beam was pointed to a slit, such that few pixels inside the array were illuminated. Angles θ and φ were measured 5000 times. The
sun sensor precision expressed in terms of standard deviation is $0.104^\circ (3\sigma_\theta)$ for azimuthal angle $\theta$, and $0.061^\circ (3\sigma_\phi)$ for polar angle.

7) Light Profile Extraction: TFnS mode with multiple winners makes it possible to extract the profile of the incident light in the form of time stamped events. Top plot in Fig. 17 illustrates recorded light profile by sun sensor operating in TFnS timeout-out mode with a limit of 15 winners. Bottom plots in Fig. 17 zoom in on angles close to endpoint values and $0^\circ$. A profile of the incident beam changes depending on the actual angle of the light. The beam that passes through the slit and hits the photoactive array of pixels becomes collimated, but also contains diverging rays. These diverging rays spread as the ray propagates, and cause the light beam to disperse with distance. As a result, a sharp cusp characterizes a profile of orthonormal light in bottom center in Fig. 17, while profiles for endpoint angles are more flat (bottom left and right figures). If there are two cusps, it means that there is a reflection. Multiple winners TFnS mode can be enabled for a moment to sample the wider field of view, and assess if the sun is within the sensor FOV.

8) Power Consumption: Table II summarizes power consumption of the sun sensor. We report the power consumption of the system in reset mode, and with the pixels being active. The first case was achieved by forcing all pixels being reset by the global reset signal, and in the second case the sun sensor operated in normal conditions, exposed to direct sunlight of irradiance $240 \, \text{W/m}^2$.

When the sun sensor is in reset mode, the main contributor to the power power consumption is the differential pair comparator located inside each pixel. The entire power consumption of the sun sensor operating in TFnS mode is $1.9 \, \mu\text{A}$ for a single winner, and it increases to $2.1 \, \mu\text{A}$ for 15 winners. Power consumption of the sun sensor operating in free-running mode (TFnS disabled) is highest because in this mode all pixels are allowed to spike with no timeout constraints, nor with a limit to the number of winners. Hence, the power consumption is dominated by the arbitration peripherals which arbitrate the incoming requests from free-running pixels.

V. BENCHMARKING AND COMPARISON TO THE STATE-OF-THE-ART

Table III compares the features and performance of our work with other sun sensors. We have classified the sun sensors according to type and operation principle. The sun sensor described by Ortega et al. [4] is an analog sun sensor, integrating four silicon photodiodes and small PCB with auxiliary electronics inside aluminum box. The angle is extracted continuously by comparing photodiodes currents. The two other sensors are digital. The sun sensor described by Xie and Theuwissen [3] uses a CMOS active pixel sensor (APS) as a sensing element and a pinhole as a mask. A sensor proposed by Liebe et al. [21] is also an APS detector, and it implements a mask with hundreds of small pinholes.

Our sensor is much smaller and lighter than any other reported sun sensor. Thanks to implementing auxiliary electronics in silicon and using QFN64 package, our sensor volume is 120 times smaller and much lighter than [4]. Also, in terms of used silicon area, our sun sensor is much smaller. Due to use of only two single vectors of pixels, we reduced the area of used silicon, such that only 8% of the chip
Fig. 16. Measured azimuthal (a) and polar (b) angles, x- and y-axis is predicted angle, and z-axis is measured angle. The green plane serves as predicted angle reference. Figure (c) and (d) show a spread of the measured angles $\theta$ and $\phi$ around the predicted value from xz-axis and yz-axis perspective, and (e) and (f) illustrate distribution of angle error as a color map.

Fig. 17. Recorded polar angle for TFnS time-out mode with 15 winners (top). Three bottom plots show closer look for endpoint angles and an orthonormal angle. The sun sensor surface was exposed to direct sunlight of irradiance $240 \text{ W/m}^2$.

area is occupied by the implemented sun sensor. Digital sun sensors [21], [3] use entire imager matrix, and require high-performance analog-to-digital converters, and extra digital processing circuits for complex centroid algorithms.

For the measurements, we used a USBAERmini2 board to communicate asynchronously with the sun sensor. However, it is not necessary to use the dedicated board for normal operation of the sun sensor. Instead, a simple state machine with few logic cells can be used to acknowledge incoming requests and readout the sensor output. Therefore, it is not included in the estimate of the sun sensor volume and weight.

Due to on-chip TFnS with time-out processing, our sun sensor requires less data to determine the sun position compared to digital sensors. Digital sensors [3], [21] perform readout in two stages (acquisition and tracking) to avoid reading out the entire pixel matrix several times. Even with this optimization, the amount of data required to detect the sun position is much higher, and much more computing power is needed to calculate the angle based on this data. Sun sensors proposed by Liebe et al. [21] and Xie and Theuwissen [3] require processor-intensive algorithms to extract angles. To obtain the sun angle, these sensors require many steps: readout all pixels’ analog values, compare all pixels’ values with thresholds, detect the brightest point, and calculate the centroid position. Due to implementation of TFnS and time-out readout framework, most of the processing in our sensor is performed on-chip and the sun sensor generates compressed information about the angle in the form of time-encoded events. If the sun sensor is
TABLE III
STATE-OF-THE-ART COMPARISON

<table>
<thead>
<tr>
<th>Type</th>
<th>Ortega et al. [5]</th>
<th>Xie et al. [3]</th>
<th>Liebe et al. [21]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation Principle</td>
<td>Photodiodes Ratio</td>
<td>Frame-based</td>
<td>Frame-based</td>
<td>Event Based Sensor</td>
</tr>
<tr>
<td>Technology</td>
<td>ND</td>
<td>0.18 μm FPM</td>
<td>0.5 μm CMOS</td>
<td>AMS 0.35 μm opto (C350)</td>
</tr>
<tr>
<td>Power Supply</td>
<td>ND</td>
<td>3.3/1.8 V</td>
<td>ND</td>
<td>3 V</td>
</tr>
<tr>
<td>Packaged sensor size</td>
<td>(3 × 3 × 1.2) cm³ (including auxiliary electronics)</td>
<td>ND</td>
<td>4.2 cm³ (including complete APS chip)</td>
<td>(9.5 × 9.5 × 1) mm² (including auxiliary electronics in silicon)</td>
</tr>
<tr>
<td>Sensor Weight</td>
<td>24 grams (including auxiliary electronics)</td>
<td>ND</td>
<td>11 grams (including complete APS chip)</td>
<td>0.3 grams (including auxiliary electronics in silicon)</td>
</tr>
<tr>
<td>Pixel array</td>
<td>4 photodiodes</td>
<td>368 × 368 pixels</td>
<td>512 × 512 pixels</td>
<td>2 × 192 pixels</td>
</tr>
<tr>
<td>Pixel size</td>
<td>0.75 mm × 2 mm</td>
<td>6.5 μm × 6.5 μm</td>
<td>12 μm × 12 μm</td>
<td>11.75 μm × 72 μm</td>
</tr>
<tr>
<td>Silicon die size</td>
<td>(7.5 × 8.5) mm²</td>
<td>(5 × 5) mm²</td>
<td>(6.1 × 6.1) mm²</td>
<td>(2.5 × 2.5) mm² (8% of area used)</td>
</tr>
<tr>
<td>POV</td>
<td>120°</td>
<td>±47°</td>
<td>160°</td>
<td>144°</td>
</tr>
<tr>
<td>Resolution</td>
<td>ND</td>
<td>0.004°</td>
<td>ND</td>
<td>0.22° − 1.85°</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.15°</td>
<td>≈ 0.04°</td>
<td>0.44°(φ) and 0.42°(θ)</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.01°</td>
<td>ND</td>
<td>0.10°(θ), 0.061°(φ)</td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>10 fps</td>
<td>30 fps</td>
<td>88 μs (equivalent to 11.3 kfps)</td>
<td></td>
</tr>
<tr>
<td>Power consumption</td>
<td>ND</td>
<td>42.75 mW</td>
<td>30 mW</td>
<td>6.3 μW</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>ND</td>
<td>52dB</td>
<td>ND</td>
<td>&gt;60dB</td>
</tr>
<tr>
<td>Amount of data</td>
<td>4 analog voltages</td>
<td>945 pixels</td>
<td>256 kpixels</td>
<td>1-2 events</td>
</tr>
</tbody>
</table>

not exposed to direct sunlight, it does not transfer any spurious data, due to the proposed time-out readout framework.

Due to replacing a frame-based readout with an event-based (AER) framework, our sun sensor outperforms any standard APS-based sensor.

A great advantage of the proposed sun sensor over the others, is the small readout latency. Since our sensor is event-based, it is not limited by a fixed frame rate, and its speed exceeds 11keps. Such a low latency response makes this sun sensor suitable for space probes and sounding rockets applications. Thanks to implementing two 1-D pixel vectors instead of a 2D array in a standard CMOS process, the sun sensor occupies only 8% of the chip area, and the remaining area can be used for other sensor interfaces. With regard to dynamic range, the used AER type of our design outperforms any standard APS-based sensors. The sun sensor is able to extract the profile of the incident light in the form of time-stamped events. The extracted incident light profile can help distinguish between the sun and other distractors, and also to further analyze the incident sun light properties.

The sun sensor accuracy is

\[
\theta_{\text{err RMS}} = 0.98° \quad \text{for the azimuthal angle, and} \quad \phi_{\text{err RMS}} = 0.42° \quad \text{for the polar angle.}
\]

The maximum accuracy errors are

\[
\theta_{\text{err max}} = 4.2° \quad \text{for the azimuthal angle and} \quad \phi_{\text{err max}} = 4.1° \quad \text{for the polar angle.}
\]

There are three main error contributors to the sensor overall accuracy: the quantization error, the misalignment between the mask and the pixel vectors, and an accuracy of the sensor model. The quantization error related to the sensor resolution contributes between 0.22° − 1.88°. The maximum misalignment between the L-shape mask and the pixel vectors contributes maximum ±2.83°. The quantization error can be improved by decreasing the pixel pitch \( P I X_{\text{pitch}} \), by increasing the sensor resolution, or by increasing the distance \( d \) between the chip and the lid. More precise calibration scheme using multiple pixels readout to extract the incident light profile could be used to improve the alignment between the mask and the pixels vectors.

A simple geometry model for transforming pixel address into angle was sufficient to prove a principle of this new concept. The model can be further improved to include a
refractive coefficient of the glass, and include more than one winner to interpolate the peak of the incident light pattern to calculate the angle. This would improve the accuracy and spatial resolution of the sun sensor.

To summarize, the proposed device is a new type of a miniaturized event-based sun sensor, which uses spiking pixels to measure sun angle in 2-axes. It consumes 6.3μW in normal operation, which is much less than any state-of-the-art sun sensor. Due to on-chip processing, and compressing the angle information, the sensor produces much less data and is much faster than digital sensors. The small form factor of a QFN64 package and less than 1 gram weight makes this sensor cheap to employ in space crafts and satellites.
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Abstract—This demo shows a first prototype two-axis miniaturized spiking sun sensor. The device is composed of spiking pixels, and uses a novel Time-to-First-n-Spikes with time-out readout mode to reduce bandwidth consumption and post-processing computation. Due to on-chip processing, and compressing the angle information, the sensor produces much less data and is much faster than digital sensors. Its response latency is $88 \mu s$, and average power consumption is $6.3 \mu W$. An integrated circuit with core electronics was fabricated in the AMS 0.35 $\mu m$ CMOS image sensor process, and was integrated inside a very small QFN64 package with micro-optics on top.

I. DEMONSTRATION SETUP

Fig. 1 shows a demonstration setup. The demonstration system is composed of a PCB with a sun sensor [1], a USBAERmini2 data logger [2], two Nordic Semiconductor nRF52 Bluetooth® low energy development kits, a laptop, a rotating table, and a light source. The sun sensor sends its information about its orientation with respect to the light source via a data logger to the laptop. The laptop has a dedicated Java interface [3] installed to display locations of pixels spikes in time, and provide azimuthal and polar angles in real time. A custom MATLAB script analyzes and provides detailed information about the recorded data. Another sun sensor, powered from battery, is installed on a rotating table and communicates with a data logger via Bluetooth low energy connection.

II. VISITOR EXPERIENCE

The sun sensor comprises a chip with two one-dimensional pixel lines organized in an L-shape, and the thin glass lid with a metal deposited pattern. The principal operation of the sensor is to detect two intersection points of illuminated sunlight pattern and photosensitive pixels lines [1]. The intersection points are sensed by spiking pixels, that fire with a frequency proportional to illumination [4].

A video demonstrating the demo is provided in [5]. Visitors can challenge the sun sensor response speed by moving a light source within its field-of-view. The system will detect a light source and it will display computed azimuthal and polar angles on a laptop screen in real time. Another sun sensor, installed on a rotating table, will communicate wirelessly with a data logger to mimic a real operation during a sounding rocket flight. Few different sensor readout modes will be presented to explain advantages of a TFnS readout mode. A profile of the incident light in the form of time stamped events will be shown to illustrate how the extracted incident light profile can help to distinguish between the sun and other distractors.

III. REFERENCE PUBLICATION

The article of Farian et al. [1] describes design, fabrication process, and comprehensive experimental results. The board used to store and transmit the sensor information to a PC is described in [2].
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Abstract.- Sun sensors are devices on demand to determine the sun position. Usually, they provide the sun latitude and inclination referred to its centroid. There are multiple application scenarios for these devices: control of heliostats and solar cells in solar power plants, navigation systems for sounding rockets, etc. The most extended approach to implement sun sensors is to use frame-based image sensors to sense the sun radiation. Its pixels are readout periodically. Thereafter, the sun position is determined after processing all the pixels illumination values. This approach is highly inefficient in terms of speed, data computation and power consumption. The reason is that only a reduced group of pixels is exposed to sunlight. Thus, the rest of pixels are dark and meaningless to resolve the sun position. Furthermore, the entire pixel matrix has to be readout periodically to gauge the sun position.

On the contrary, event-based sensors have pixels that do not have to be scanned periodically. Their pixels do not have to be read at fixed time intervals because they are autonomous and they send information asynchronously –if they need to do it. Among these sensors, there is a family that performs a light-to-frequency conversion known as octopus retinas. Their pixels spike asynchronously with a frequency proportional to light intensity. Every time that a pixel fires, it sends its coordinates through a shared bus. Such devices solve the paradigm associated to conventional sun sensors: pixels that are dark will not be readout. Therefore, the amount of data to compute the sun position will be much lower. Moreover, the dynamic range is higher and their operation speed is faster.

Two different event-based sun sensors developed by the authors will be presented. The first one is a sensor with a dedicated optics and ad hoc pixel design. The second one is a luminance event-based sensor whose pixels spike with a frequency proportional to the local illumination. It was adapted to operate as a sun sensor by assembling it pinhole optics. Experimental results taken with both sensors will be displayed. Details about the implementation of each one will be provided. The performance of both sensors will be compared against the art. In Figure 1, both sensors are shown. For each one, a sketch depicting how the optics and the pixel arrays are arranged is provided. A photo of each sensor with its optics is also displayed.

![Figure 1: Two different event-based sun sensors implemented by the authors. (a) Sketch of the first sun sensor optics and its pixel array with L-shape. (b) Photograph of the first sun sensor implementation and its optics. (c) Sketch of the second sun sensor optics and its pixel array. (d) Photograph of the second sun sensor implementation and detail of its optics.](image)
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**Sun Sensors**

- Sensors that determine the Sun position (attitude and azimuth) referred to its centroid.


**Sun Sensors Applications**

- **Control of heliostats position.**
  - Accuracy.
  - Precision.

- **Control of solar cells position.**
  - Accuracy.
  - Precision.

- **Navigation systems for spacecrafts and sounding rockets.**
  - Low latency-> Low computational load
  - Accuracy.
  - Precision.
Types of Sun Sensors (I)

Analog sun sensors: the ratio between two photocurrents depend on the sun position.

- **Fast operation.**
- **Sensitive to scene light sources.**
- **Prone to mismatch and noise.**

**Types of Sun Sensors (II)**

Digital sensors: A entire pixel matrix is readout. The sun position is computed by processing this data. Typically APS pixels and frame-based image sensors are employed.

- **Reliable and robust to perturbations of external light sources.**
- **Conventional image sensors can be adapted to operate as a sun sensor.**
- **Dark pixels are readout and processed.**

- The pixel matrix has to be scanned periodically.
- Power consumption is high.
- The exposition time has to be adapted to the illumination conditions.

**Digital Sun Sensors**

**How to avoid data redundancy?**

Pixel illumination values are readout in two different steps:

1. The pixel matrix is readout to determine the ROI.
2. All pixels within the ROI are readout and processed to compute the sun position.

- Dark pixels are still readout.
- The pixel matrix has to be scanned periodically if the ROI changes its position.
- An integration time has to be set.
- Dedicated pixel readout circuitry.


**Event-based Vision Sensors**

- Pixels send information asynchronously.
- There is not an integration time.
- Octopus sensors perform a light-to-frequency conversion.
- Dark pixels do not send any information off-chip.
- Fast operation.
- High dynamic range.
Event-based Vision: Optopus Sensor + Pinhole Optics

Sensor Implementation

Lid detail

(a) (b)

D=100μm, FD=600μm, T=500μm

Only illuminated pixels send out information

Interface to monitor the sensor activity

Pixels response

Example: 70dB intra-scene dynamic range
Sensor operation and centroid computation

\[ \theta = \arctan \left( \frac{W \cdot (x - x_c)^2 + L \cdot (y - y_c)^2}{FD} \right) \]

\[ \phi = \arctan \left( \frac{L \cdot (y - y_c)}{W \cdot (x - x_c)} \right) \]

\[
x = \frac{1}{N_{\text{events}}} \cdot \sum_{i=1}^{N_{\text{events}}} x_i
\]

\[
y = \frac{1}{N_{\text{events}}} \cdot \sum_{j=1}^{N_{\text{events}}} y_j
\]

Time-to-first-spike Operation

- It is possible to resolve the sun position receiving one event.
- Trade-off between the output data flow and error.
**Event-based Vision: Optopus Sensor + Pinhole Optics**

Sensor’s performance against the art

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Event Based Luminance Sensor</td>
<td>APS Digital Sensor</td>
<td>APS Digital Sensor</td>
<td>Analog Sun Sensor</td>
</tr>
<tr>
<td>Operation Principle</td>
<td>TFS</td>
<td>Frame-based</td>
<td>Frame-based</td>
<td>Photocurrent Ratio</td>
</tr>
<tr>
<td>Technology</td>
<td>AMS 0.18µm HV</td>
<td>0.18µm 1P4M</td>
<td>UMC 0.18µm</td>
<td>ND</td>
</tr>
<tr>
<td>Power Supply</td>
<td>3.3V/5V</td>
<td>3.3V/1.8V</td>
<td>3.3V/1.8V</td>
<td>ND</td>
</tr>
<tr>
<td>Chip Dimensions</td>
<td>4126µm×3315µm</td>
<td>5mm×5mm</td>
<td>11mm×11mm</td>
<td>6.8mm×13.8mm</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>128×96</td>
<td>368×368</td>
<td>512×312</td>
<td>2 pairs of photodiodes</td>
</tr>
<tr>
<td>Pixel Pitch</td>
<td>25µm×25µm</td>
<td>6.5µm×6.5µm</td>
<td>11µm×11µm</td>
<td>NA</td>
</tr>
<tr>
<td>FOV</td>
<td>146°</td>
<td>94°</td>
<td>125°</td>
<td>120°</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>52mW</td>
<td>42.75mW</td>
<td>520mW</td>
<td>ND</td>
</tr>
<tr>
<td>Latency</td>
<td>&lt;5ms@1klux or lower</td>
<td>10frames/s</td>
<td>10frames/s</td>
<td>NA</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>&gt;100dB</td>
<td>52dB</td>
<td>ND</td>
<td>NA</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.03°</td>
<td>0.004°</td>
<td>&lt;0.005°</td>
<td>ND</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.013²(θ), 0.05°(φ)</td>
<td>0.01°</td>
<td>0.024°</td>
<td>0.15°</td>
</tr>
<tr>
<td>Amount of data</td>
<td>1-100 Events</td>
<td>368 pixels (acquisition mode) + 25×25 pixels (tracking mode) = 945 pixels</td>
<td>1 frame (acquisition mode) + ROI (tracking mode)</td>
<td>4 analog voltages to be readout</td>
</tr>
</tbody>
</table>

**Event-based Vision: Custom Design**

Sensor’s lid arrangement

Sensor’s block diagram

w=50µm, d=375µm, l=2256µm, h=100nm
Event-based Vision: Custom Design

Dimensions: 9.5mmx9.5mmx1mm

Sensor test with real sunlight

Event-based Vision: Custom Design

\[ \theta = \arctan \left( \frac{v_{y}}{v_{x}} \right) \]

\[ \text{Pixel Position: 20 40 60 80 100 120 140 160 180} \]
# Event-based Vision: Custom Design

Sensor’s performance against the art

<table>
<thead>
<tr>
<th>Type</th>
<th>Omura et al. [8]</th>
<th>Xie et al. [4]</th>
<th>Lihe et al. [16]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation</td>
<td>Analog Sun Sensor</td>
<td>APS Digital Sensor</td>
<td>APS Digital Sensor</td>
<td>Event Based Sensor</td>
</tr>
<tr>
<td>Principle</td>
<td>Photon diodes</td>
<td>Frame-based</td>
<td>Frame-based</td>
<td>TFaS</td>
</tr>
<tr>
<td>Technology</td>
<td>ND</td>
<td>0.18μm 1/P4M</td>
<td>0.5μm CMOS</td>
<td>AMS 0.35μm opto</td>
</tr>
<tr>
<td>Power Supply</td>
<td>ND</td>
<td>3.3/1.8V</td>
<td>ND</td>
<td>3V</td>
</tr>
<tr>
<td>Sensor size</td>
<td>(3 x 3 x 1.2) cm</td>
<td>ND</td>
<td>4.2cm²</td>
<td>(9.5 x 9.5 x 1) mm</td>
</tr>
<tr>
<td>Sensor Weight</td>
<td>24 grams</td>
<td>ND</td>
<td>11 grams</td>
<td>0.3 grams</td>
</tr>
<tr>
<td>Pixel array</td>
<td>4 photodiodes</td>
<td>368 x 368</td>
<td>512 x 512</td>
<td>2 x 192 pixels</td>
</tr>
<tr>
<td>Pixel size</td>
<td>0.75μm x 12μm</td>
<td>6.5μm x 6.5μm</td>
<td>12μm x 12μm</td>
<td>0μm x 32μm</td>
</tr>
<tr>
<td>Chip size</td>
<td>6.8mm x 13.8mm</td>
<td>5mm x 5mm</td>
<td>6.1mm x 6.1mm</td>
<td>2.5mm x 2.5mm</td>
</tr>
<tr>
<td>FOV</td>
<td>120°</td>
<td>±47°</td>
<td>160°</td>
<td>144°</td>
</tr>
<tr>
<td>Resolution</td>
<td>ND</td>
<td>0.004°</td>
<td>ND</td>
<td>0.22° ± 1.88°</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.15°</td>
<td>ND</td>
<td>0.04°</td>
<td>0.08°(θ) and 0.42°(φ).</td>
</tr>
<tr>
<td>Precision</td>
<td>ND</td>
<td>0.01°</td>
<td>ND</td>
<td>0.10°(θ), 0.061°(φ)</td>
</tr>
<tr>
<td>Latency</td>
<td>ND</td>
<td>10ps</td>
<td>50fps</td>
<td>88μs (equivalent to 11.3fps)</td>
</tr>
<tr>
<td>Power</td>
<td>ND</td>
<td>42.73mW</td>
<td>30mW</td>
<td>6.3μW</td>
</tr>
</tbody>
</table>

- **Better resolution.**
- **Better accuracy**
- **Less power consumption**

- Requires precise optic alignment.
- Design of visión sensor is specific for this application
- Requires dedicated ah hoc optics design too.
Conclusions

• A new approach to implement sun sensors has been developed.
• Dark pixels do not send any information off-chip.
• Fast operation.
• Higher dynamic range operation.
• There is not an integration time.
• Very compressed data flow on TFS mode.
• Two different event-based sensors have been described and compared.